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A B S T R A C T 

 

Dolerite structures, such as dykes and sills are the main target for groundwater exploration in the Karoo Supergroup area which is the main 
stratigraphic unit in South Africa. Morgenzon Farm is one of the sites in the Karoo Supergroup, including a dolerite dyke, which is of interest 
here. The magnetization/susceptibility and resistivity of the dolerite dyke are significantly larger than those of the encompassing sedimentary 
materials. Therefore, the low induction number electromagnetic (EM-LIN) and magnetometry approaches may be useful for its detection. 
The EM-LIN is composed of three techniques: EM38, EM31, and EM34, with the latter being manipulated. Since both EM34 and 
magnetometry inverse problems are linear, a regularized weighted minimum length solution algorithm is utilized for their inverse modelling, 
but with one main discrepancy: the model weighting function for the magnetometry method is attained from the multiplication of depth 
weighting and compactness constraints, while the model weighting function is only equal to depth weighting for the EM34 approach. 
Recovered susceptibility and conductivity sections derived respectively from magnetic and EM34 data sets show high consistency. Inverted 
models represent a dolerite dyke in the middle of the profile with a depth range of 4 to 15m. 
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1. Introduction 

1.1. Geophysical data combination and Joint interpretation 

The goal of geophysicists is to establish a connection between the 
model parameters m (such as conductivities or susceptibilities) and the 
collected data d (such as apparent conductivities or magnetic anomaly). 
In fact, they are attempting to estimate m based on d, which is referred 
to as the inverse problem. There are at least two principal reasons why 
the inverse model does not provide an accurate representation of the 
subsurface: I) the non-uniqueness of the inverse solution, which 
indicates that many models can be inferred from the collected data, and 
the computed data from these models may fit the measured data very 
well; II) the fact that the measured data are always corrupted by some 
noise, which increases the ambiguity of the solution and makes it 
unstable. Furthermore, I) individual inversion techniques can only 
partially reveal the distribution of a single physical property, such as 
conductivity, in the subsurface. This limitation makes it difficult to fully 
identify subsurface anomalies in many cases. II) However, resistivity-
based methods can overcome their respective drawbacks by combining 
data in different ways. Hence, the amalgamation of diverse geophysical 
data sets is often inevitable. 

Joint interpretation, cooperative/sequential inversion, and joint 
inversion are the main three strategies to combine geophysical data sets. 
Joint interpretation involves first obtaining inversions of various 
geophysical data sets. Subsequently, the interpretation of subsurface 
targets is conducted using these independent inverse models together 
with any other accessible data, such as geological information and well 
logs. The diagram of joint interpretation process is illustrated in figure1.  

 
 
 
The process of joint interpretation is inherently subjective, meaning that 
two geophysicists may provide competing conclusions. This is the main 
drawback of this technique. Nevertheless, this disparity is 
inconsequential for the majority of situations. Hence, the simultaneous 
analysis of geophysical data can serve as a dependable approach for 
interpreting subsurface structures. This has been supported by various 
studies conducted by Orlando [1], Al Farajat [2], Sultan et al [3], 
Karavul et al [4], Gambetta et al [5], Zhang et al [6], and Ebrahimi et al 
[7]. 

1.2. Magnetometry and EM-LIN approaches and goal of the 
paper 

Magnetometry, a method working based on the susceptibility 
contrast of subsurface materials, has been used for different geological 
goals, such as mining exploration [8], archeology [9], hydrocarbon 
investigation [10], volcanology structure and monitoring [11, 12], 
groundwater [13], salt dome detection [14], and etc. The magnetic data 
interpretation is accomplished either by imaging techniques [15-17] or 
inversion approaches [18, 19] which the latter is of interest here. Two 
principal goals of the magnetic data interpretation are the determination 
of spatial extension and susceptibility/magnetization estimation of 
underground sources which can be obtained through the inversion 
procedure. It should be mentioned that the quality of the collected data 
and the efficiency of the inversion approach are the two critical factors 
to obtain a realistic model. 

The EM-LIN technique has been popular due to some features, such 

Article History: 
Received: 02 November 2023. 
Revised: 03 January 2024. 
Accepted: 24 January 2024. 
 

International Journal of Mining and Geo-Engineering IJMGE 

- R E S E A R C H    P A P E R - 

https://ijmge.ut.ac.ir/
https://dx.doi.org/10.22059/ijmge.2024.367498.595117
https://dx.doi.org/10.22059/ijmge.2024.367498.595117


258 H. Ghari & M. Mahdavi  / Int. J. Min. & Geo-Eng. (IJMGE), 58-3 (2024) 257-262191-199 

 

as low cost, high speed for data collection, and being non-destructive 
[20] and has been applied to disparate subsurface anomalies [20-22]. 
The EM-LIN method is categorized as a controlled source EM (CSEM) 
technique in the frequency domain (FD) and is widely used to 
investigate the conductivity distribution of near-surface structures [20-
22]. The EM-LIN method is classified into three approaches based on 
the transmitter-receiver (Tx-Rx) distance: I) EM-38, II) EM-31, and III) 
EM-34, so that each Tx-Rx distance is associated with a given frequency 
that may be found in Table 1. In addition, Table 1 includes the effective 
depth of explorations in 1D mediums for the EM-LIN techniques, 
expressing that the exploration depth of the vertical magnetic dipoles 
(VMD) is two times that of the horizontal magnetic dipoles (HMD) 
[23]. In contrast to the magnetometry method, inversion is required for 
the Electromagnetic (EM) data interpretation, because there is no 
alternative approach for the quantitative interpretation of the EM 
techniques (e.g., EM34 and time domain EM). 

 

 

Table 1. The EM-LIN approaches and the effective depth of exploration in 1-D 
environments [24]. 

Effective Depth of Exploration (m)  

Instrument T-R separation 
(m) 

Frequency 
(kHz) 

HMD VMD 

EM-38 1 14.6 0.75 1.5 
EM-31 3.66 9.8 2.75 5.50 

EM-34 
10 6.4 7.5 15 
20 1.6 15 30 
40 0.4 30 60 

 

 

In this paper, the measured magnetic and EM34 data along a profile 
in the Morgenzon Farm in South Africa are utilized to discover a 
dolerite dyke which is the main signature of the presence of 
groundwater in the area. Therefore, both data sets are inverted to obtain 
susceptibility and conductivity distributions of the subsurface, allowing 
the joint interpretation of the involved methods. In our knowledge, the 
joint interpretation of EM-LIN data and magnetometry approaches has 
never been reported in literature. In addition, this case study, including 
these data sets, has not been investigated before. 

 

 
Figure 1. The illustration of geophysical data integration as joint interpretation. 

2. Methodology 

2.1. Forward problems of the magnetometry and EM-LIN 
methods 

Magnetometry modelling problem has the form of a Fredholm 
integral equation of the first kind [8], which means that there is a linear 
relationship between measured magnetic data and model parameters 
(susceptibility/magnetization). The magnetometry inverse problem is 
non-unique and instable; therefore, regularization incorporating a priori 
information (e.g., initial model or geological information) and inserting 
constraints (e.g., smoothness matrix or depth weighting) are mandatory 
to obviate these problems. The forward problem of magnetometry may 
be defined as the following matrix equation: 

 

𝒅𝑀 = 𝑨𝑀𝒎𝑀                                                                                           (1) 
 

where 𝒅𝑀 and 𝒎𝑀 are measured data and model parameter vectors, 
respectively, and 𝑨𝑀 refers to forward operator. 

Modelling problems of Electromagnetic approaches are nonlinear 
ones because Maxwell's equations are nonlinear with respect to 

conductivity. However, the EM-LIN, similar to the magnetometry 
method, is also a Fredholm integral equation of the first kind [22] as 
measured data (apparent conductivities) is linearly related to model 
parameters (conductivities). In fact, Perez-Flores et al. [26] took the 
advantage of born approximation to introduce an integral equation 
demonstrating a linear relationship between data and model. Again, 
similar to magnetometry, the EM-LIN forward modelling may be 
expressed simply as: 

 

𝒅𝐸𝑀 = 𝑨𝐸𝑀𝒎𝐸𝑀                                                                                      (2) 
 

𝒅𝐸𝑀 and 𝒎𝐸𝑀 stands for the vectors of apparent conductivities and 
conductivities, respectively, and 𝑨𝐸𝑀 denotes forward operator.  

Required formula for forward modelling of both methods are 
presented in Appendix A. 

2.2.  Inversion 

Inverse problem in geophysics requires regularization to overcome its 
ambiguity and instability. Indeed, the presence of a model null space 
causes inverse solution to be non-unique. For this reason, a widespread 
technique which is called minimum length solution is utilized, but it 
includes model weighting function and zeroth order Tikhonov 
regularization. Since the inversion of both data sets are linear, the 
following objective function is minimized [26]: 

 

min →  ‖𝑾𝑑(𝑨𝒎 − 𝒅)‖2
2 + 𝛼‖𝑾𝑚(𝒎 − 𝒎𝑎)‖2

2                                      (3) 
 

where 𝒎𝑎 is the initial model for the EM-LIN method, while it is a 
reference model for magnetometry, 𝛼 denotes regularization parameter, 
and 𝑾𝑑  and 𝑾𝑚  refer to data and model weighting matrices, 
respectively. Solving equation (3) can lead to the following damped 
weighted minimum length solution [20, 22]: 

 

𝒎 = 𝒎𝑎 + (𝑾𝑚
−1𝑨𝑇)(𝑨𝑾𝑚

−1𝑨𝑇 + 𝛼𝑾𝑑  )−1(𝒅 − 𝑨𝒎𝑎)                         (4) 
 

Model weighting matrix 𝑾𝑚 is defined as: 

I) For EM-LIN data: 𝑾𝑚 = 1
𝒁𝛽⁄  (28), 𝒁   is vector of z 

coordinates of prism centers and 𝛽  is depth weighting 
exponent. 

II) For Magnetic data:  𝑾𝑚 =
1

𝒁𝛽

1

(𝒎+𝑒𝑝𝑠)2
 (29), i.e. product of depth 

weighting and compactness constrains where 𝒎  is the inverse 
model. 

The inverse algorithm is iterative and it starts with the depth 
weighing function as the model weighting function for both approaches, 
but: 

I) For the EM-LIN data inversion, the inverse model is obtained 
from equation (4) and is considered as the initial model for next 
iteration. So, the model weighing function does not update during 
this iterative process. 

II) For magnetometry, the inverse model is used to calculate 
compactness function and consequently the model weighting 
function is updated for next iteration. 

This iterative inversion procedure is continued until the maximum 
number of iterations (NIT) or an acceptable RMS misfit error (%) is 
achieved. The flowchart of the introduced algorithm is displayed in 
figure 2. 

Regularization parameter and depth weighting exponent are two 
main parameters which are decisive for the inverse solution. 𝛼 may be 
estimated from well-known techniques, such as L-curve and generalized 
cross validation (GCV). Parameter 𝛽  has been long investigated for 
magnetic and gravity data inversions, but it has not been extensively 
examined for the inversion of EM-LIN data. In this article, 𝛽=1 is used 
for the inversion of both methods, because: I) for magnetometry, 
according to the technique presented by Cella and Fedi [19], 1 should 
be considered for the dyke case, and II) for the EM-LIN, the suggested 
value is 𝛽=1 [22 and 23]. 

3. Field data 

South Africa's average rainfall is about 464 mm/a which is much lower 
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than the world average of 860 mm/a, so it is a semi-arid country. As a 
result of surface water scarcity, groundwater plays a critical role in water 
reserve for domestic, industrial, agricultural, and mining users [23]. 
Geophysical methods play an essential role in groundwater exploration 
to gain insight into subsurface geological structures that may reduce the 
risk of unsuccessful drilling boreholes. 

 

 
Figure 2. The flowchart of the introduced inverse algorithm. 

 
In this section, first, the geology of the interested area is described 

briefly. Then, inverse models of magnetic and EM-LIN data are obtained 
to detect the dolerite dyke which are indicative of the presence of 
promising groundwater. 

3.1. Geology of the study area 

The geology map of the study area, i.e., the Karoo Supergroup, is 
displayed in figure 3A. The Karoo Supergroup (Fig. 3B) is the most well-
known stratigraphic unit in South Africa which is divided into a few 
groups: Dwyka, Ecca, Beaufort, and Stormberg groups [31]. The 
Drakensberg is the youngest stratigraphic unit in the Karoo Supergroup 
that is composed of removed basaltic lavas. Contact planes between 
different strata of the Karoo rocks are desirable positions for fracture 
developments [30]. In the Karoo Supergroup, dolerite dykes and sills 
are often the principal targets for groundwater exploration [30]. 
Because of the high pressures and temperatures, present during the 
emplacement of these structures, the sedimentary host rocks along the 
margins of the intrusive structures are typically strongly altered [30]. 
These altered zones are often heavily fractured and serve as preferential 
pathways for groundwater movements in the Karoo [32]. Since the 
magnetization and resistivity contrasts of dolerite dykes (sills) are 
considerably larger than surrounding sedimentary materials, 
magnetometry and EM34 methods may be helpful to detect them. 

The EM34 and magnetic data were collected along a profile with a 
length of 400 m. The data sets associated with each configuration of the 
EM34 method consisted of 40 data with a sample interval of 10m and a 
transmitter- receiver (T-R) separation equal to 20m. The sample interval 
of magnetic data, including 250 stations, was not same but they were 
less than 2 m. 

3.2. Joint interpretation based on recovered susceptibility and 
conductivity models 

Inversion models derived from both EM34 and magnetometry data 
through the regularized weighted minimum length solution algorithm 
are displayed in figures 4 and 5, respectively. Conductivity models 
retrieved from the EM34 data for both configurations are demonstrating 
a conductive dyke in the middle of the profile which its depth range is 

from less than 5m to depths of about 15m. It should be mentioned that 
thickness of dyke model recovered by the HMD configuration is 
relatively greater than the dyke reconstructed by the VMD. In addition, 
the conductivity model associated with the HMD has a significantly 
higher resolution and is also less noisy. Since both conductivity sections 
indicate approximately the same anomaly, we did not use the joint 
inversion of both configurations which can solve serious ambiguities 
about the conductivity distribution of the subsurface structure 
depending on the case. Another issue about their joint inversion is that 
this task should be done under the definition of an appropriate objective 
function allowing both configurations to have the same chance in 
generating the final joint model; otherwise, the final result will be 
dominated by one of the involving EM34 arrays. In other words, the 
joint model will be biased toward the individual inversion of one of 
them. The same problem has been reported about the combination of 
DC resistivity arrays [33]. 

 

 

 
Figure 3. (A) The Geological map of the study area [34], (B) The map of the study 
area in South Africa [30]. The Morgenzon Farm is in the Eastern-North of the 
map. 

 

The susceptibility model recovered from the magnetic data (figure 5), 
similar to the EM34 method, is representing a dolerite dyke in the 
middle of the profile which is extended from near surface to depths 
more than 15 m. The dyke is relatively thinner than dykes obtained from 
the EM34 arrays, but the susceptibility section has substantial better 
resolution. Furthermore, the susceptibility section is not noisy which 
clearly expresses an anomaly with significant susceptibility / 
magnetization contrast with its non-magnetized surrounding 
background. The computed data versus measured data for both methods 
are shown in figure 6. Adopted regularization parameters, depth 
weighting exponents, NITs, and RMS misfit values for both methods are 
presented in table 2. 

Finally, from the joint interpretation process, it may be concluded 

A 

 

B 

 

Figure 3: (A) The Geological map of the study area [34], (B) The map of the study area in South Africa [30]. 

The Morgenzon Farm is in the Eastern-North of the map. 
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that the correlation of EM34 models and the magnetic susceptibility 
model indicates a dolerite dyke model in the middle of the profile with 
a depth range from less than 5 to 15m. 

 
Table 2. The values of inversion parameters for the gravimetry and magnetometry 
data inversion. 

data 𝜶 𝜷 NITs misfit error (%) 

EM-LIN (HMD) 0.0045 1 4 2.78 

EM-LIN (VMD) 0.0434 1 4 6.23 

Magnetometry 3831.3 1 4 5.43 
 

 

 
Figure 4. The reconstructed inverse models from the EM34 data for both HMD 
and VMD configurations. 

 

 
Figure 5. The inversion model derived from the magnetometry data. 

 

 
 

Figure 6. The computed data vs measured data for the A) EM34 (HMD), B) EM34 
(VMD), and C) magnetic methods. 

4. Conclusion 

The joint interpretation of geophysical approaches, such as EM34 and 
magnetometry, can be useful especially when they show a high 
correlation about the interested underground anomalies. In this paper, 
the EM34 and magnetic methods were used to detect a dolerite dyke as 
the signature of groundwater presence in the Morgenzon Farm in South 
Africa. Due to the notable difference in the susceptibility and 

conductivity contrasts of the dolerite dyke with surrounding 
sedimentary materials, conductivity-based methods, including EM34 
and magnetic approaches may lead to desired results. The inverse 
problems of both methods are Fredholm integral equation of the first 
kind which means that we are faced with linear inversion. So, the 
regularized weighted minimum length solution algorithm was used to 
reveal the susceptibility and conductivity distribution of the subsurface. 
The model weighting matrix was the product of depth weighting and 
compactness constraints for magnetometry, while the depth weighting 
is employed as the model weighting for the EM34. Reconstructed 
models from both data sets show a high degree of consistency and their 
correlation is representative of a dyke in the middle of the study profile 
which is extended from 4 to 15m vertically. Finally, the inversion models 
derived from the EM34 configurations are much noisier than the 
susceptibility section, because the susceptibility of surrounding 
sedimentary rocks is close to zero, while this is not true about the 
conductivity distribution of subsurface. 
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Appendix A 

A.1. The forward modelling of magnetometry 

The subsurface of the study area is divided into a large number of 
cells with rectangular cross- sections for which susceptibility within 
each cell is considered constant (such as figure (A-1)). For the forward 
problem, the model vector, including susceptibilities is known and we 
want to compute the data vector, i.e., the magnetic anomaly. In order to 
calculate forward response of a magnetic source, the following equation 
may be used [35]: 

𝑑𝑖 = ∑ ∑ (𝑓𝑥𝐵𝑥
𝑙 + 𝑓𝑧𝐵𝑧

𝑙)𝑖
4
𝑘=1

𝑀
𝑗=1                                                          (A-1) 

 

where 𝑑𝑖 denotes the predicted magnetic response at the ith point, 𝑓𝑥 
and 𝑓𝑧 refer to the unit components corresponding to the geomagnetic 
field along x and z axes, 𝐵𝑥

𝑙  and 𝐵𝑧
𝑙 express the horizontal and vertical 

components of the magnetic field, respectively, associated with ribbons 
as equations (A-2) and (A-3): 

 

𝐵𝑥 = −2𝐶𝑚(𝑀. 𝑛̂)[𝑠̂𝑥 log (
𝑟2

𝑟1
) − 𝑠̂𝑧(𝜃1 − 𝜃2)]                                (A-2) 

 

𝐵𝑧 = −2𝐶𝑚(𝑀. 𝑛̂)[𝑠̂𝑧 log (
𝑟2

𝑟1
) + 𝑠̂𝑥(𝜃1 − 𝜃2)]                                 (A-3) 

 

𝑟1, 𝑟2, 𝜃1 and 𝜃2 are shown in figure (A-1), 𝑛̂ stands for the unit vector 
which is vertical to each cell, 𝑠̂𝑥 = −𝑛𝑧̂ , 𝑠̂𝑧 = −𝑛𝑥̂  and 𝐶𝑚 =

𝜇0

4𝜋
= 10−7 

in the SI units. 
 

 
Figure A-1. The discretizing subsurface into a lot of cells with square or rectangular 
cross-sections [36]. 
 

Equation (A-1) may be simply written as matrix equation (A-4): 
 

Am=d                                                                                                (A-4) 
 

where A is forward operator matrix and m and d express the vectors 
of model parameters and observed magnetic anomaly, respectively. 

A.2. The forward modelling of the EM-LIN 

Perez-Flores et. al [26] introduced the linear integral equations (IEs) 
approach for the 3D EM-LIN modelling of horizontal and vertical 
magnetic dipoles using the Born approximation. These IEs are Fredholm 
Integral equation of the first kind for which observed apparent 
conductivities are linearly related to the true conductivities as the 
following equations for vertical magnetic dipoles (VMD): 

 

𝜎𝑎(𝑟1, 𝑟2) = −
16𝜋𝑠

𝜔𝜇0𝑚𝑧
∬ 𝐺𝐻𝑧

⬚

𝑣
(𝑟, 𝑟2). 𝐸𝐻𝑧(𝑟, 𝑟1)𝜎(𝑟)𝑑3𝑟                 (A-5) 

 

and for horizontal magnetic dipoles (HMD): 
 

𝜎𝑎(𝑟1, 𝑟2) = −
16𝜋𝑠

𝜔𝜇0𝑚𝑦
∬ 𝐺𝐻𝑦

⬚

𝑣
(𝑟, 𝑟2). 𝐸𝐻𝑦(𝑟, 𝑟1)𝜎(𝑟)𝑑3𝑟                 (A-6) 

 

where s, 𝜔  and 𝜇0  stand in turn for T-R separation, angular 
frequency, and magnetic permeability, while  𝑚𝑧 and 𝑚𝑦 are magnetic 
momentums around z and y direction, respectively. 𝜎𝑎 and 𝜎(𝑟) express 
observed apparent conductivity and conductivity distribution of the 
subsurface. 𝑟1 , 𝑟2  and 𝑟  represent position vectors of the transmitter, 
receiver, and subsurface model, respectively (figure A-2). Associated 
expressions of 𝐺𝐻𝑧(𝑟, 𝑟2) , 𝐺𝐻𝑦(𝑟, 𝑟2) , 𝐸𝐻𝑧(𝑟, 𝑟1)  and 𝐸𝐻𝑦(𝑟, 𝑟1)  can be 
found in Table (A-1). 

 

Table A-1. The Dyadic Green’s function [2]. 
 

𝐺𝐻𝑧
(𝑟, 𝑟2) =

1

4𝜋
[−

(𝑦−𝑦2)

|𝑟−𝑟2|3
𝑖 +

(𝑥−𝑥2)

|𝑟−𝑟2|3
𝑗]  

𝐸𝐻𝑧
(𝑟, 𝑟1) =

𝜔𝜇0𝑚𝑧

4𝜋
[−

(𝑦−𝑦1)

|𝑟−𝑟1|3
𝑖 +

(𝑥−𝑥1)

|𝑟−𝑟1|3
𝑗]  

𝐺𝐻𝑦
(𝑟, 𝑟2) =

1

4𝜋
{[

1

𝜌2
2 −

𝑧+ℎ

𝜌2
2|𝑟−𝑟2|

−
2(𝑦−𝑦2)2

𝜌2
4 +

2(𝑧+ℎ)(𝑦−𝑦2)2

𝜌2
4|𝑟−𝑟2|

+

(𝑧+ℎ)(𝑦−𝑦2)2

𝜌2
2|𝑟−𝑟2|3

] 𝑖 + [
(𝑥−𝑥2)(𝑦−𝑦2)

𝜌2
2 (

2

𝜌2
2 −

2(𝑧+ℎ)

𝜌2
2|𝑟−𝑟2|

−
𝑧+ℎ

|𝑟−𝑟2|3
)] 𝑗}  

𝐸𝐻𝑦
(𝑟, 𝑟2) =

𝜔𝜇0𝑚𝑦

4𝜋
{[

1

𝜌1
2 −

𝑧+ℎ

𝜌1
2|𝑟−𝑟1|

−
2(𝑦−𝑦1)2

𝜌1
4 +

2(𝑧+ℎ)(𝑦−𝑦1)2

𝜌1
4|𝑟−𝑟1|

+

(𝑧+ℎ)(𝑦−𝑦1)2

𝜌1
2|𝑟−𝑟1|3

] 𝑖 + [
(𝑥−𝑥1)(𝑦−𝑦1)

𝜌1
2 (

2

𝜌1
2 −

2(𝑧+ℎ)

𝜌1
2|𝑟−𝑟1|

−
𝑧+ℎ

|𝑟−𝑟1|3
)] 𝑗}  

 

 
 

Figure A-2. (A) The representation of transmitter, receiver, and subsurface 
position vectors. (B) Discretizing subsurface into a lot of prismatic cells which 
have infinite lengths along the y-direction. 

 

To obtain appropriate expressions for the corresponding 2D problem, 
we integrate equations (A-5) and (A-6) from minus infinity to infinity 
along the y-axis (strike direction), which can be done analytically or 
numerically. In this paper, the numerical integration is performed to 
achieve the 2D case. The subsurface is discretized into nx × nz prisms 
with side lengths of lx and lz, which extend infinitely along the y-
direction (figure A-2B). The integration of equations (A-5) and (A-6) 
along the y-axis must be carried out according to the following formulas: 

 

𝜎𝑎,𝑉 = −
16𝜋𝑠

𝜔𝜇0𝑚𝑧
∬ {∫ 𝐺𝐻𝑧

(𝑟, 𝑟2). 𝐸𝐻𝑧(𝑟, 𝑟1)𝜎(𝑟)𝑑𝑦
∞

−∞
}

⬚

⬚
𝑑𝑥𝑑𝑧          (A-7) 

 

and 
 

𝜎𝑎,𝐻 = −
16𝜋𝑠

𝜔𝜇0𝑚𝑦
∬ {∫ 𝐺𝐻𝑦

(𝑟, 𝑟2). 𝐸𝐻𝑦(𝑟, 𝑟1)𝜎(𝑟)𝑑𝑦
∞

−∞
}

⬚

⬚
𝑑𝑥𝑑𝑧        (A-8) 

 

Therefore, by implementing numerical integration along the y-axis 
and discretized equations (A-7) and (A-8) along with x and z directions, 
we may again form the following matrix equations for each 
configuration of magnetic dipoles: 

 

d=Am                                                                                                (A-9) 
 

where d is the vector of measured apparent conductivities, m contains 
unknowns (model parameters), and A is the kernel matrix or forward 
operator.  

 


