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A B S T R A C T 

 

As conventional hydrocarbon reserves are running out, attention is now being paid to unconventional hydrocarbon resources and reserves 
such as tight sands and hydrocarbon shales for future energy supplies. To achieve this, the identification of tight sand facies is based on zones 
containing mature hydrocarbons in priority. Organic geochemical methods are the commonest methods to evaluate the quality of these 
reservoirs. In this study, using a deep learning approach and using petrophysical logs, a suitable classification model for facies quality is 
presented. Moreover, the proposed method has been compared with two common methods: multilinear regression and multilayer perceptron 
neural network. The results indicated that the accuracy of facies classification using these three methods is about 63%, 71%, and 84% for linear 
multilinear regression, perceptron multilayer neural network, and deep learning, respectively. Finally, the accuracy of the deep learning 
networks was optimized using two gravitational search and whale optimization algorithms. It has been shown that the accuracy of deep 
learning was increased from 84% to 87% and 90.5% using the gravitational search algorithms and whale algorithms, respectively. 
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Nomenclature 

CALI: Caliper 
DT: Interval Transit Time 
GR: Gamma Ray 
LLD: LatroLog Deep 
LLS: LatroLog Short 
NPHI: Neutron Porosity  
RHOB: Bulk Density 
SP: Spontaneous Potential 
TOC: Total Organic Carbon 
TMax: Maximum of Temperature 
BQ: Bad Quality 
GQ: Good Quality 
MLR: Multilinear Regression 
MLP-NN: Multi-Layer Perceptron Neural Network 
RNN: Recurrent Neural Network 
GSA: Gravitational Search Algorithms  
WOA: Whale Optimization Algorithms 
ROC: Receiver Operating Characteristic 
LSTM: Long Short - Term Memory 

1. Introduction 

Identification of good quality facies is an important factor in the 
drilling and production of tight hydrocarbon sands. Some of the 
important parameters for the identification of hydrocarbon facies are 
total organic carbon (TOC) and maturity (Tmax or R0) [1]. 
Instrumental analysis methods are the most common tools to study 
these parameters. But due to the high cost of these methods, the use of 

petrophysical logs, which is one of the most common data available in 
any well, has been considered. Also using these logs is a very beneficial 
idea to predict organic matter and maturity [2-9]. After using simple 
fitting between logs and geochemical parameters, simple and 
multilinear regression has been used for modeling of TOC and maturity 
(Tmax or vitrinite index) [10-15]. 

 Due complexity relation between geochemical variables and 
geophysical parameters (such as logs and seismic), intelligent methods 
were developed. Some researchers used types of neural networks such 
as Back Propagation neural network [16-18] and Radial Basic Function 
[19], and the other combined classic (ΔlogR) and intelligent (neural 
network) methods for prediction of TOC [20]. Also, support vector 
machines have been used by many researchers to modeling of organic 
geochemical parameters [21, 22]. Asgari Nezhad et al (2018) have been 
modeled TOC by neural network and compared it and geostatistics 
technique [23]. Besides, deep learning techniques are used for modeling 
TOC by geophysical data [24-26]. Recently Wang et al, (2019) have 
improved neural networks to estimate TOC, S1, and S2 by a 
convolutional neural network (CNN  ( [27]. 

Based on the above overview, it is necessary to use an algorithm for 
studying the complexity of the relationship between quality facies and 
petrophysical logs. So in this study, it has been used recurrent neural 
network (RNN) as a deep learning technique (compared to multilinear 
regression and Multi-Layer Perceptron) and petrophysical logs to 
categorize the quality of tight sand facies. White Hills-1 is well case study 
in this manuscript. Finally, two optimization algorithms are used to 
increase the accuracy of the classification. 

2. Geology 

The Canning basin is one of the most potential hydrocarbon basins 
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in Western Australia (Fig. 1). One of the wells in this basin where oil and 
gas evidence was recorded is the White Hills-1. This evidence was mainly 
found in the Luluigui formations. Some source rock potential has been 
indicated in fine-grained clastic rocks from the Anderson, Fairfield, and 
parts of the Luluigui formations (Fig. 2), but vitrinite and geochemical 
data indicate a poor potential for liquid hydrocarbons less than 2500m 
[28]. 

 
Fig. 1. Location map of the case study [28]. 

3. Methodology 

3.1. Multilinear Regression   

To get the relationship between some variables such as petrophysical 
logs and the other variable (e.g., TOC and Tmax) multilinear regression 
(MLR) is introduced. When the sum of the squares of the differences 
between the actual values and the modeled values is the least, the model 
is appropriate [30]. That means MLR is based on least squares. 
𝑦𝑖  =  𝛽0  + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 +⋯ + 𝛽𝑝𝑥𝑖𝑝  +  𝜀𝑖 (1) 

3.2. Neural Network 

Neural networks are used to determine complex nonlinear 
relationships. These networks are made up of a set of layers (input, 
middle, and output) that are connected by synapses (Fig. 3). 

Here a Multi-layer Perceptron (MLP) is used as an artificial neural 

network classifier. MLP classifier learns a function 𝑓(𝑥): 𝑅𝑚
𝑀𝐿𝑃
→   𝑅𝑂 by 

training on a dataset by 'm' input and 'o' output [31, 32]. Also, due to the 
complexity of the relationship between input and output, the hyperbolic 
tangent function is used. The conjugate gradient method has also been 
used to optimize the network. 

3.3. Deep learning 

Deep learning is a subset of the learning machine that enables 
computers to solve more complex problems. Deep learning techniques 
are mainly based on neural networks. This network has complexities in 
layers, neurons, and how they are connected .The general 
categorization of deep learning is as follows: 

• Deep networks for supervisory learning 
• Deep networks for unsupervised learning 

• Deep hybrid networks 
In supervised learning, the categories are defined at the beginning and 

each training data is assigned to specific categories, and it is said that 
there is an observer who provides information to the learner in addition 
to the training data during the training [33]. 

Recurrent neural network (RNN) is one of the types of neural 
networks that can be used with deep learning techniques. It was created 
in 1980, but only in the last few years, it has been widely used. Because 
there is a significant improvement in computing power. These types of 
neural networks are particularly useful for processing serial or comet 
data, in which each neuron or processing unit can maintain an internal 
state or memory to preserve information related to the previous input. 
RNNs are so named recurrent because the calculations in each layer 
affect the output of the next layer. This means that the network has a 
memory that can store information about the data being studied. [34, 
35]. Fig. 4 shows the schematic structure of the RNN. 

Like section 3.2, it uses an activation function in the form of a 
hyperbolic tangent in the hidden layer, and a binary code for the output 
layer as a quality label. The conjugate gradient method is used to 
optimize the network. 

 
Fig. 2. Generalized stratigraphy of the Canning Basin [29]. 
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Fig. 3. MLP structure that used in the manuscript. 

 
Fig. 4. RNN schematic structure. 

3.4.  Gravitational Search Algorithm of optimization (GSA) 

The basis of GSA's performance as a heuristic algorithm is Newton's 
law of gravity and motion. [36]. In this method, each particle uses 
gravitational force to attract other parts. If Xi is the position of the ith 
agent in the search space, n is the number of agents and D is the 
dimension of search space in (Eq 2): 
𝑋𝑖  =  (𝑋𝑖

1. … 𝑋𝑖
𝐷) , i = 1, 2, . . . , n     

     (2) 
The steps of GSA are as follows [37]. 
1. In the first step: generate random particle position in search space. 
2. For the second step, a loop is first designed to perform the next 

calculation (t = 1 to T) as follow: 
 2.1. The objective function evaluates the fitness of each particle. The 

inertial mass Mii is computed as follows: 

𝑚𝑖(𝑡)  =  
𝑓𝑖𝑡(𝑋𝑖(𝑡)) − 𝑤𝑜𝑟𝑠𝑡(𝑡)

𝑏𝑒𝑠𝑡(𝑡) − 𝑤𝑜𝑟𝑠𝑡(𝑡)
  (3) 

𝑀𝑖𝑖(𝑡)  =  
𝑚𝑖(𝑡)

∑ 𝑚𝑗(𝑡)
𝑛
𝑗=1

  (4) 

When a force is applied, the amount of particle resistance to changing 
its motion states is Mii. The best(t) and the worst (t) are the best and 
the worst fitness values of particles respectively, (t stands for tth 
iteration) (Eq 5 and 6). 

best(t) = min 𝑓𝑖𝑡𝑗(𝑡)   , j1,2,…,n (5) 
worst(t) = max 𝑓𝑖𝑡𝑗(𝑡)   , j1,2,…,n  (6) 
2.2. update best(t), worst(t) and Mi(t) for i = 1, ..., n by means of Eqs. 

(3), (5) and (6) respectively. 
2.3. Compute the total force in different directions based on Eq. 7: 
𝐹𝑖
𝑑(𝑡)  = ∑ 𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗

𝑑(𝑡)𝑛
𝑗∈𝑘 .𝑗≠𝑖   (7) 

2.4. Compute the acceleration through Eq. (8) and the velocity by (9). 

𝑎𝑖
𝑑(𝑡)  =  

𝐹𝑖
𝑑(𝑡)

𝑀𝑖𝑖(𝑡)
  (8) 

𝑣𝑖
𝑑(𝑡 + 1)  =  𝑟𝑎𝑛𝑑𝑖  ×  𝑣𝑖

𝑑(𝑡)   + 𝑎𝑖
𝑑(𝑡) ∆𝑡 (9) 

2.5. Update the position of agents by (10).  
𝑥𝑖
𝑑(𝑡 + 1)  =  𝑥𝑖

𝑑(𝑡)   +  𝑣𝑖
𝑑(𝑡 + 1) ∆𝑡 (10) 

3. after the end of the loop, Supply the best agent position 

3.5. Whale optimization algorithm (WOA) 

The whale optimization algorithm (WOA) is one of the heuristic 
optimization procedures that was first presented by [38]. The basis of 
the WOA method is how to hunt the humpback whale [39]. Humpback 
whales create a curtain surrounded by bubbles to hunt small fish. In this 
algorithm, the position of the whale relative to the prey is modeled by 
the following equation [38]: 
�⃗� (𝑡 + 1)  =  �⃗�∗(𝑡)  − 𝐴  ∙  |𝐶  ∙  (�⃗�∗(𝑡) − �⃗� (𝑡)) |                                    

    (11) 
where 
t: number of iterations 
 �⃗�: the situation vectors of the whale 
X*: the situation vector of the best solution  

𝐴  =  2�⃗�  ∙  𝑟  − �⃗� 
𝐶  =  2 ∙  𝑟 is a coefficient vector,  
𝑟 is a random vector ∈ [0,1]. 
The summary of the whale algorithm's workflow is as follows in Fig. 

5: 

 
Fig. 5. Workflow of Whale optimization algorithm [38]. 

4. Results of classification  

In this section, the classification has been done by three methods 
(MLR, MLP-NN, and RNN) by using 137 geochemical data (TOC and 
Tmax) and a set of petrophysical logs (GR, CALI, DT, NPHI, RHOB, 
LLD, LLS, and SP) for White Hills-1 borehole in western Australia. 

In this study, good quality facies are defined as a unit having adequate 
organic matter via suitable maturity (based on [40, 41]). So, the quality 
of gas shale facies based on the results of drilling reports are divided into 
two parts of good and bad quality zones respectively (GQ and BQ) that 
Good quality zones have TOC > 1 and Tmax > 440. Finally, the outputs 
of these methods are shown in the confusion matrix. Since there are only 
two codes in this study, the size of this matrix will be 2 x 2. The accuracy 
of the proposed methods is calculated by dividing the sum of the 
principal diameter elements by the total amount of data. 

4.1. Classification by MLR 

The quality classification of hydrocarbon facies is performed in two 
parts using multilinear regression. The MLR algorithm first has to 
estimate Tmax, TOC values and then classify them based on the 
production report. 

In the first part, based on the independent variables (which are 
petrophysical logs), the TOC and Tmax equations are obtained (based 
on Equation 1), which are expressed as Equations 12 and 13 for TOC and 
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Tmax, respectively. It should be noted that these models were 
established for the dataset used here. 

TOC = 0.7 DT + 0.13 SP + 0.12 CALI – 0.26 GR + 0.73 RHOB + 0.18 
NPHI + 0.97 LLD – 0.12 LLS  (12) 

TMAX = -3.62 DT +100.03 SP +192.37 CALI +68.13 GR +371.64 RHOB 
+105.81 NPHI +10.97 LLD +14.36 LLS  (13) 

Now by applying the thresholds mentioned above (TOC > 1 and 
Tmax > 440), the facies studied are classified. Based on the classification 
matrix, the accuracy of this study is 63% (Table 1). The graphical results 
of this classification are presented in Figure 6. As can be seen in Table 1 
and Figure 6, in this method, 39% of good quality data is incorrectly 
classified as poor quality and 35% of bad quality of real data is 
incorrectly categorized as good quality. It can be seen from Fig. 6 that 
the proposed model shows a significant upward shift in the model in 
addition to not modeling the complexities of the real data (thin and 
interlayers). 

Table 1. Confusion matrix for the result of MLR. 

 
real 

GQ BQ 

Classified 
GQ 55 34 
BQ 16 32 

Accuracy % 63.5 

 

 
Fig. 6. The result of classification by MLR (Right column) and real data (left 

column). 

4.2. Classification by MLP-NN 

To build the model, a set of 137 data (8 logs) from White Hills-1 were 
employed. After the input data selection, the data were normalized 
between 0 and 1 based on equation (14). 
𝑋𝑛𝑜𝑟𝑚  =  

𝑥𝑖 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
  (14) 

Now the data have been divided into three parts at a ratio of %70, 
%15, and %15 to training, testing, and validation, respectively. After 
running the network, to check the MLP network results, first, check the 
network performance and the receiver operating characteristic (ROC) 
curve. Figure 7 shows the ROC curve of the MLP neural network. Given 
that the graph of both classes is close to one (top left), the network 
performance is good. The area under the curve, which is an approximate 
criterion of network performance, is about 0.8, which confirms the 
proper performance of the algorithm. The confusion matrix is also used 
to check the accuracy, which in table 2 shows 71% accuracy for this 
algorithm. 

The graphical results of the MLP-NN classifier (Fig. 8) show that the 
network performance is good but not very accurate at high variations 
(at 1500 to 2500 m). In general, this algorithm has a good ability to 
detect the reservoir zone (depth is more than 2700 m) but it is not 
properly identified interlayers. 

 
Fig. 7. ROC curve of MLP-NN for two class. 

 

Table 2. Confusion matrix for the result of MLP-NN. 

 
real 

GQ BQ 

Classified 
GQ 60 29 
BQ 11 37 

Accuracy %70.8 

 
Fig. 8. Comparing the result of Classification by ANN (Right column) to real 

data (left column). 

4.3. Classification by deep learning 

The facies quality is classified using a recurrent neural network as one 
of the deep learning techniques. The designed network has an input 
layer of 8 neurons (normalized petrophysical logs), two hidden layers 
each containing 10 neurons, and an output layer containing binary facies 
codes. The area under the ROC curve for the RNN is approximately 0.9, 
indicating the good ability of the proposed method in this study (Fig. 9). 
In table 3 it is explained that the accuracy of this classifier is about 84%. 
Also, the results of the model and the real data are graphically compared. 
In Fig. 10 it can be seen that the reservoir zone network is correctly 
identified at a depth of more than 2700 m using the RNN and is well-
recognized interlayers in the reservoir. 

4.4. Classification by optimized deep learning by GSA 

In this section, it is tried to optimize the RNN used in the previous 
section by the GSA. In other words, all network parameters, including 
input, output, hidden layers, and transfer function are the same as 
before, and the only change in the algorithm is the optimization of 
synapse weights. The algorithm works according to the process 
mentioned in Section 3.4, and the results are shown in Figures 10 and 11. 
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The deviation of the ROC curve from the 45-degree line and the area 
below the graph, which is greater than 0.92, indicates that the network 
performance has improved (Fig. 10). A noteworthy point in Figure 11 
and Table 4 is that the improvement in network accuracy (3% increase) 
is related to the improvement of the accuracy of classification of BQ 
facies (at 2300 m) and GQ facies (at 2200 m), which shows that by using 
this optimization algorithm, most of the existing complexities were 
modeled by the RNN. 

 
Fig. 9. ROC curve of RNN for two classes. 

 
Table 3. Confusion matrix for the result of deep learning. 

 
real 

GQ BQ 

Classified 
GQ 61 12 
BQ 10 54 

Accuracy %83.9 

 
Fig. 10. The graphical result of the deep learning model (Right column) and real 

data (left column).  

4.5. Classification by optimized deep learning by WOA 

In this section, as in section 3.4, the goal is to optimize the recurrent 
neural network, but this time by the WOA algorithm (based on the 
workflow mentioned in section 3.5). The ROC curve has a better trend 
than the GSA algorithm and the network performance has improved 
according to the area below the curve (Figs 12). The accuracy of the 
RNN has been shown in Table 5. Figure 13 also shows that the ability of 
the proposed model to classify tight sands facies has improved. That is, 
the network can model more complexities by using WOA. 

 
Fig. 10. ROC curve of optimized RNN by GSA for two classes. 

 
Table 4. Confusion matrix for the result of optimized deep learning by GSA. 

 
real 

GQ BQ 

Classified 
GQ 62 9 
BQ 9 57 

Accuracy %86.9 

 
Fig. 11. The graphical result of optimized deep learning by GSA (Right column) 

and real data (left column).  

 

 
Fig. 12. ROC curve of optimized RNN by WOA for two classes. 
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Table 5. Confusion matrix for the result of optimized deep learning by WOA. 

 
real 

GQ BQ 

Classified 
GQ 65 7 
BQ 6 59 

Accuracy %90.5 

 
Fig. 13. The graphical result of optimized deep learning by WOA (Right column) 

and real data (left column). 

5. Discussion 

After classifying the quality of hydrocarbon-tight sand facies by three 
types of methods, the results are compared. According to Figs 5, 7, and 
9, it is clear that the accuracy of the recurrent neural network more than 
other methods. In general, the reason for this difference inaccuracy is 
the accurate detection of facies boundaries using deep learning . 

The MLR method is incapable of detecting these boundaries and has 
not provided a suitable model in the facies boundary. In the reservoir 
zone (more than 2700 m depth) due to the continuity of more good 
quality facies, the accuracy of detecting good quality facies has 
increased. In other words, this method is highly sensitive to facies 
changes. This means that if the quality changes at different depths, the 
accuracy of this method is reduced. 

In MLP classification, accuracy is greater than MLR. In MLP 
classification, accuracy is greater than. Separation in the reservoir zone 
is almost acceptable. But with this classifier, it is not possible to 
accurately model severe changes. In this method, some of the thin 
interlayers (for example at depths of 1700m and 2200 m) are ignored 
and not properly modeled. 

In the RNN method, the complexities of the wells are appropriately 
modeled. The thin layer within the reservoir zone (at 3100 m depth) has 
been correctly identified. Also, in the non-reservoir zone (depth less 
than 2700 m), the RNN classifier has been able to detect all facies, but 
some defects are found at depths of 1300 m and 2300 m . 

To solve this problem, we tried to use two optimization algorithms to 
improve the performance of deep learning. Both algorithms increased 
network accuracy (3% for GSA and 6% for WOA). So, by using these 
two algorithms, the existing complexities were modeled, but an error is 
still seen at 1700 - 1800 meters. In these zones, the quality changes are 
not high, so this error is not due to the ability of the method to detect 
high-quality facies changes. More data (such as seismic data, PEF logs, 
etc.) or long-term memory methods such as Long Short - Term Memory 
(LSTM) or another optimization algorithm may be needed. 

6. Conclusion 

Classification of facies quality is one of the important prospects of 
hydrocarbon exploration. This important target is mainly achieved by 

geochemical methods. For these studies, obtaining geochemical 
parameters such as organic carbon content and their maturity is a 
priority. But because of the cost of these methods, researchers are 
looking for indirect methods (using petrophysical and geophysical logs) 
to determine these parameters. In this study, the quality of hydrocarbon 
facies was classified using petrophysical logs and three methods: 
multilinear regression, multilayer perceptron neural network, and 
recurrent neural network. Finally, two optimization algorithms were 
used to improve RNN results. The results showed that with the deep 
learning method, severe changes in facies quality can be modeled more 
accurately (84%) than the other two methods (63.5% for MLR and 71% 
for MLP). Also optimized RNN increases model accuracy to 87% and 
90% by using GSA and WOA respectively. The difference between the 
accuracy of optimized deep learning and the other methods shows the 
proper performance of optimized RNN in classifying the quality of 
hydrocarbon facies. 
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