One-Dimensional Modeling of Helicopter-Borne Electromagnetic Data Using Marquardt-Levenberg Including Backtracking-Armijo Line Search Strategy
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ABSTRACT

In the last decades, the helicopter-borne electromagnetic (HEM) method has become a focus of interest in mineral exploration, geological mapping, groundwater resource investigation, and environmental monitoring. As a standard approach, researchers use 1D inversion of the acquired HEM data to recover the conductivity/resistivity-depth models. The relationship between HEM data and model parameters is strongly nonlinear. In the case of dealing with simple 1D models, in which the number of model parameters is less than the number of measured data, i.e., an overdetermined system, the conventional approach to recover the model parameters is to implement regularized nonlinear least square methods. Among the least square methods, Marquardt-Levenberg acts as an integrated optimization algorithm that comprises both the gradient-descent and Gauss-Newton strategies. This algorithm resolves the deficiencies of slow convergence of gradient-descent and the singularity of the sparse matrix in the Gauss-Newton algorithm. Also, the line search strategy improves the objective function to ensure that the algorithm converges to the optimum global point. In this study, the Marquardt-Levenberg algorithm, including the backtracking-Armijo line search, was implemented for HEM data inverse modeling. Moreover, a linear filter of the Fast Hankel Transform (FHT) was used to find the forward operator for data simulation. Developing the proposed algorithm through programming with MATLAB, a resistivity model of underlying layers was obtained successfully. The algorithm was employed to recover a resistivity model from the HEM data acquired above the Alut region located in the northwest of Iran, which is a shear zone structure consisting of chlorite schist, phyllite/phyllonite, metamorphosed limestone/dolomite, mylonite, and ultramylonite units. As a result, according to the geological map of the study area, a resistivity-depth section of subsurface layers was successfully derived along the HEM flight line. The results detected a plausible shear zone and a mylonitic granite as favorable targets for the orogenic gold mineralization.
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1. Introduction

Helicopter-Borne Electromagnetic (HEM) systems are suitable for high resolution, fast, and relatively cost-effective surveys for mapping the electrical resistivity/conductivity distribution of a large-scale area [1, 2]. These systems are equipped with a towed rigid-boom EM system hanging 30-40 m below the helicopter [1]. The two standard HEM systems, DIGHEM and RESOLVE, are frequency-domain multi-coil systems consisting of five and six small transmitters (T) and receiver (R) coils, respectively (Fig. 1).

The coil configuration is set up based on the orientation of the transmitter and receiver coils. The transmitter is oriented in a horizontal or vertical position, and the receiver coil is configured in the horizontal coplanar (HCP), vertical coplanar (VCP), or vertical coaxial coil (VCX) systems depending on maximum couple between T and R [1]. In order to conduct the HEM survey, the transmitter excites a harmonic oscillating primary magnetic field inducing eddy currents within the underground conductive bodies [1, 3]. The eddy currents, in turn, generate a secondary magnetic field that is added to the source field in the entire magnetic field recorder using a receiver coil installed on the EM system. Next, the source field is subtracted from the measured total magnetic field to recover the secondary magnetic field that is later normalized by the source field. The normalized secondary magnetic field is usually presented in parts per million (ppm) [1, 3]. Then, the secondary magnetic behavior is interpreted to reveal the characteristics of conductive mass [3, 4].

Fig 1. Coil configuration in DIGHEM (A) and RESOLVE (B) frequency-domain EM systems [after 1, 2].
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Various 1D [1, 2, 5-9], 2D [10-13], and 3D [14-17] forward and inverse modeling methods of well-known Maxwell’s equations provide meaningful interpretations of acquired HEM data. As the main advantages of 1D modeling, it may serve the analytical solution with significant computational efficiency superiority while 2D and 3D modeling approaches are numerical solutions only. Therefore, the 1D data inversion is still an interesting topic for the researchers (e.g., [18]). The use of inverse Laplace transform is a common approach to implement Maxwell’s equation in the 1D forward modeling [1, 19]. The obtained integral relation is called Hankel integral, which cannot be solved analytically, and hence, numerical methods are used to solve it [1]. Here, a general approach for the calculation of 1D Hankel integrals is to use Fast Hankel Transform (FHT) with linear filters to discretize the Hankel integral (e.g., [20-22]).

Recovering the model parameters, e.g., the thicknesses and electrical conductivities/resistivities of layers, from electromagnetic data demands to employ an inversion algorithm. Among data inversion techniques, Occam’s inversion [23-25], Gauss-Newton [26], and Levenberg-Marquardt (LM) [27] are popular algorithms for 1D nonlinear inversion of HEM data.

In this paper, the FHT was used for forward calculations. Also, the LM method, including the backtracking-Armijo line search, was used for 1D data inversion to recover the model parameters, i.e., the resistivities and the thicknesses of layered areas, from both the synthetic and field HEM data recorded above the Alut area in northwest Iran.

2. Modeling

2.1 Forward modeling

Generally, a forward operator is required to simulate the HEM data. Accordingly, this study follows some pioneering research works [2, 19, 28-30]. Assuming the coil separation r and the sensor altitude h, the relative secondary magnetic field Z and X of a horizontal coplanar and vertical coaxial coil pair are given by

\[ Z = r R_2 \left( f, \lambda, \rho, \mu, \varepsilon \right) \frac{e^{2\pi i \lambda r}}{\alpha_0} J_n(\lambda r) d \lambda \]  
(1)

And

\[ X = r R_2 \left( f, \lambda, \rho, \mu, \varepsilon \right) e^{2\pi i \lambda r} J_n(\lambda r) - \lambda J_0(\lambda r) \frac{d}{d \lambda} J_0(\lambda r) d \lambda, \]

respectively.

Here,

\[ \alpha_0 = (\lambda^2 - \alpha^2 i \mu \varepsilon_i + i \alpha \mu_i \varepsilon_i) \]

Where \( \mu_0 \) denotes magnetic permeability, \( \varepsilon_0 \) is dielectric permitivity, \( \rho_0 \) is the resistivity of free space, \( J_0 \) and \( J_1 \) are the Bessel function of the first kind and zero and first order respectively, \( R_2 \) is the complex reflection coefficient, and \( \lambda \) is wave number.

A recurrence relation gives the complex reflection coefficient RTE for an n-layer half-space, as:

\[ R_{TE} = \frac{\beta_1 - \alpha_0 \mu / \mu_0}{\beta_1 + \alpha_0 \mu / \mu_0} \]

where

\[ \beta_0 = \alpha_0 \left( (\beta_{n-1} + \alpha \mu_{n-1})^{1/2} (\alpha + \beta_{n-1}, \tan \beta_{n-1}, \tan \beta_{n-1}) \right), \quad k = 1, 2, ..., n \]

\[ \alpha_0 = (\lambda^2 - \alpha^2 i \mu \varepsilon_i + i \alpha \mu_i \varepsilon_i), \quad k = 1, 2, ..., n \]

\( \beta_0 \) is surface admittance and \( \alpha_0 \) is characteristic admittance, \( \rho_0, \mu_0, \varepsilon_0 \) and \( \varepsilon_0 \) are resistivity, magnetic permeability, dielectric permittivity and thickness of layers, respectively. The magnetic permeability and dielectric permittivity are set to their free space values in this paper (\( \mu_0 = 4 \pi \times 10^{-7}, \varepsilon_0 = 88542 \times 10^{-12} \)). The last layer of the model is a half-space and thus, as the thickness of half-space goes infinity, and hyperbolic tangent value of infinity equals 1, considering the equation (5). \( \beta_0 = \alpha_0 \)

To numerically compute the Hankel integral in equation (1), we used the Guptasarma, and Singh’s approach with a 61-point and 120-point filter for the Hankel \( J_0 \) transform and 47-point and 140-point filter for the Hankel \( J_1 \) transform. Therefore, the Hankel integral was transformed in the equation (1), using

\[ Z = r R_2 \left( f, \lambda, \rho, \mu, \varepsilon \right) \frac{\exp(-2\pi i \alpha_0 \lambda)}{\alpha_0} W \]

The secondary magnetic field of vertical coaxial coil pair can be approximated as follow,

\[ X = \frac{Z}{4} \]

\[ \lambda = \frac{h}{r} \times 10^{((6 - 1) a + b)} \]

where \( W \) is the 120-point \( J_0 \) and 140-point \( J_1 \) filter weights, \( a \) and \( s \) are some constant values which in the case of 120-point \( J_0 \) filter \( a = -8.3885 \) and \( s = 9.04226466670 \times 10^{-4} \) and in the case of 140-point \( J_1 \) filter \( a = -7/9/01019/99000 \) and \( s = 8.79671439570 \times 10^{-4} \) [22].

2.2 Inverse modeling

The functional relationship between the model parameter and the observed HEM data given in relation (4) could be rewritten in operator notation as

\[ d = f(m), \]

where \( d \) denotes observed data which could be assembled into data vector as \( d = [d_0, d_1, ..., d_k]^T \), \( f \) is nonlinear forward operator and \( m \) is the unknown model parameters that could be assembled into model vector \( m = [\rho_1, \rho_2, \rho_3, \mu_1, \mu_2, \mu_3]^T \) where superscript T denotes transpose.

Typically, the number of model parameters \( (j) \) exceeds the number of measured HEM data \( (i) \) that constrain them, and therefore, this problem represents the underdetermined inverse problem that demands robust iterative model space solution algorithm that takes regularization into account in order to achieve a stable solution. Regularized non-linear least-square based algorithms are modified in order to satisfy these criterions [31].

In this approach, the inversion is implemented using the Tikhonov regularization scheme [31, 32] by minimizing the data misfit subject to a constraint on the model parameters

\[ \phi(m) = ||d - f(m)||_2 + \eta ||Wm||_2 \]

where \( \eta \) is a regularization parameter, and \( W \) is the weighting matrix of the model.

In order to speed up the convergence [32], the algorithm updates the regularization parameter using a geometric progression,

\[ \eta_1 = \eta \eta^{-1} \]

where \( \eta_1 \) is an initial value and can be found after a finite number of trials, \( 0 < \eta_1 < 1 \), and \( k \) is the iteration number.

A well-known Marquardt-Levenberg algorithm was developed to stabilize the inversion and overcome the ill-condition or singularity problem, which mainly arises from a large number of model parameter [31]. Here, 1D inversion of HEM data was implemented using this algorithm to recover the model parameters.

2.2.1 Marquardt-Levenberg Algorithm and Line Search Strategy

Marquardt-Levenberg is a standard algorithm that involves regularization for avoiding the singularity problem of the non-linear least-square optimization method. In this method, minimizing the cost function \( \phi(m) \) (equation (11)) for a nonlinear function \( f(m) \) gives equation (13)

\[ J^T J + \delta m \delta m = J^T x \]

Where \( J \) is the Jacobian matrix (size \( i \) by \( j \)), \( \delta m \) is the search direction, \( r \) is the difference between the observed data and the model response. The weighting matrix of the model was considered as the identity matrix \( W = \delta \), but it could also be a finite difference approximation of the first or second derivative for higher-order regularization [25, 31].

The model parameter is updated using the relation

\[ m_{i+1} = m_i + \delta m \]

where \( \delta m \) is the step length.
In practice, the algorithm starts at the initial model \( (m_0) \) and generates a sequence of iterations that stop when an appropriate termination criterion is satisfied, including either that the problem has been solved within the desired accuracy, or that no further progress can be made.

Calculating the model update in each iteration demands a reliable approach for the modification of the initial model in which both a search direction and a step length of the move toward the next iteration could be found efficiently. In this study, the line search strategy was used based on the Armijo condition [33]. This method is reiterated so that the step length \( f \) provides sufficient decrease in the objective function \( \Phi \), i.e., the step length is acceptable only if the following inequality is satisfied

\[
\Phi(m + f) - \Phi(m) \leq \Phi(m) + \varepsilon J(m)^T \delta m
\]  

(15)

Where \( \varepsilon \in (0,1) \) is a constant value. Hence, the decline of \( \Phi \) is proportional to both the step length and the directional derivative \( J(m)^T \delta m \).

Equation 15 is a backtracking line search process using the Armijo condition. The line search starts by setting the direction search to \( \delta m \) and then determines an appropriate step length using a trial and error procedure. After a finite number of trials, starting from \( f = 1 \) as the initial value, the step length changed to reach an acceptable value. Then, \( f \) is eventually become sufficiently small to reach a threshold limit [33].

The following algorithm shows how the cost function value in iteration \( k \) is update to get a sufficient decrease and move to iteration \( k + 1 \) [33].

**Backtracking line search based on Armijo condition**

Choose \( f = 10^{-4} \) set \( f = s \).

Repeat until \( \Phi(m + s f) \leq \Phi(m) + \varepsilon J(m)^T \delta m \)

\[ f \leftarrow 0.25 f \]

End

**2.2.2 Defining the Jacobian Matrix**

To avoid the scale effect and to force the constraint to lie in a positive value, the model parameter was transformed using log-transformation, and then, obtained the Jacobian matrix by taking an exact partial derivative of the forward operator concerning the model parameter [9]. The elements of the Jacobian matrix is given by

\[
J = \frac{\partial Z}{\partial \log(10m)}
\]  

(16)

Matrix \( J \) shows the sensitivity of the \( \delta h \) model response due to a change in the \( \delta h \) model parameter.

In order to evaluate the reliability of the computed Jacobian, the derivative test was used using Taylor expansion [34, 34]. Fig. 2 displays the result of Taylor expansion test for a computed Jacobian matrix in this study. The solid red and blue lines represent the first and second order approximation of Taylor series, respectively, and the solid red circle shows the precision of approximation for arbitrary random \( m \) vector versus \( s \in [10^{-10}, 10^{-1}] \). The error of second-order approximation, \( e_2(h) \), is calculated as follows:

\[
e_2(h) = \frac{1}{2} \left( \frac{(m + h \Delta m)^T - (m)^T - h J(m)^T \Delta m}{h} \right)
\]  

(17)

As it could be found in Fig. 2, the calculated Jacobian matrix satisfies the Taylor expansion test and converges to the second-order of approximation, perfectly.

**3. Results and discussion**

**3.1 Synthetic model**

A forward and inverse modeling code was developed to recover the resistivity and the thickness of a layered half-space model from 1D HEM data using MATLAB. Also, a 4-layer model (Fig. 3) was constructed based on model parameters similar to the case mentioned by Siemon et al. [8]. Then, a survey was conducted using a frequency-domain multi-coil system RESOLVE with four horizontal coplanar coils and one vertical coaxial coil with a coil separation of 8 m and a sensor at the height of 30 m above the surface suspended from a helicopter. Same as the RESOLVE operating system, the frequencies used in this study were 0.9, 1, 5.5 and 7 KHz for coil separation of 786 m, and a 56 KHz frequency for coil separation of 6.3m [1, 2].

![Fig. 2. The result of the Taylor expansion test for validation of the Jacobian matrix. The axes are both scaled logarithmically.](image)

![Fig. 3. A Sketch of a synthetic 4-layered model. The model parameters consist of resistivity (\( \rho \)) and thickness of layers (\( t \)).](image)

In the first step, two different sets of data were generated from the synthetic model denoted by sounding A and sounding B using the model parameters given in Table 1 [8].

**Table 1. Model parameters of a 4-layered ground [8]**

<table>
<thead>
<tr>
<th>Model parameters</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
<th>( t_1 )</th>
<th>( t_2 )</th>
<th>( t_3 )</th>
<th>( t_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sounding A</td>
<td>50</td>
<td>100</td>
<td>5</td>
<td>1000</td>
<td>20</td>
<td>30</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Sounding B</td>
<td>200</td>
<td>100</td>
<td>5</td>
<td>1000</td>
<td>20</td>
<td>30</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

The obtained data is tabulated in Table 2. This verifies that the performance of the forward model response in this study is similar to that of Siemon et al.’s (Table 3) [8]. Fig. 4 and Table 2 display the real and imaginary part and phase of the obtained synthetic data for Soundings A and B. These figures show that while the calculated phase of sounding A is slightly larger than that of sounding B in the low frequencies. In high frequencies, the phase shift of sounding B increases compared to sounding A. This characteristic appears concerning the resistivity of the upper layer. Therefore, the depth of investigation in EM methods depends on both frequency and resistivity. In higher frequencies, as the resistivity of the upper layer of sounding A is less than that of sounding B, a skin depth of sounding A is less than that of sounding B. Considering equations (6) and (7), the smaller the resistivity of upper layer, the larger the obtained imaginary part of HEM response, and therefore, the obtained phase increases.

**Table 2. Acquired HEM data for soundings A and B above the 4-layer synthetic model depicted in Fig. 3 with the model parameters given in Table 1.**

<table>
<thead>
<tr>
<th>( f ) (Hz)</th>
<th>( R ) (ppm)</th>
<th>( Q ) (ppm)</th>
<th>Phase (milli-radian)</th>
<th>( R ) (ppm)</th>
<th>( Q ) (ppm)</th>
<th>Phase (milli-radian)</th>
</tr>
</thead>
<tbody>
<tr>
<td>387</td>
<td>27471</td>
<td>10319</td>
<td>11325</td>
<td>218452</td>
<td>688533</td>
<td>1263.6</td>
</tr>
<tr>
<td>1820</td>
<td>16851</td>
<td>29522</td>
<td>10521</td>
<td>12962</td>
<td>16629</td>
<td>908.68</td>
</tr>
<tr>
<td>8225</td>
<td>51419</td>
<td>700</td>
<td>93725</td>
<td>28249</td>
<td>2974</td>
<td>811.11</td>
</tr>
<tr>
<td>41550</td>
<td>1705</td>
<td>11999</td>
<td>6123</td>
<td>74445</td>
<td>769.25</td>
<td>801.78</td>
</tr>
<tr>
<td>133200</td>
<td>27422.2</td>
<td>1128.6</td>
<td>390.44</td>
<td>1535.4</td>
<td>1085.6</td>
<td>615.42</td>
</tr>
</tbody>
</table>

*\( R \) is the real part (in-phase), and \( Q \) is the imaginary part (Quadrature) of acquired complex data.*
Next, to evaluate the effect of varying the resistivity of the upper layer and the buried conductive layer, four scenarios were considered (Table 4) to simulate the responses of the horizontal coplanar-coil configuration of DIGHEM system in the frequency range of 900 Hz to 56 KHz via equation (7). Figs 5 and 6 show the real and the imaginary parts and the phase of the synthetic data for all four scenarios. In the first and second scenarios, the resistivity of the upper layer is the same (50 ohm.m) but the resistivity of the third layer of the first scenario varies from 10 to 100 with intervals of 10 ohm.m, and it varies from 1 to 10 with intervals of 1 ohm.m in the second one. Fig. 5 shows a comparison between the models’ responses for the first and second scenarios and reveals that in the first scenario, the phase magnitude is stronger than the second scenario. Moreover, the varying of the phase shift with frequency is sharper in the first scenario. It happens due to the concentration of eddy currents in conductive layers, which decreases the calculated resistivity and consequently decreases the phase. The larger the conductivity of the third layer, the smaller the phase.

Table 4. Model parameters of 4-layered earth (resistivity of the upper layer and anomalous layer are varying). The resistivity of the third layer, $\rho_3$ in the 2nd and 4th scenarios is varying in the range of 10 to 100 ohm.m with 10 ohm.m intervals.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\rho_1$ (ohm.m)</th>
<th>$\rho_2$ (ohm.m)</th>
<th>$\rho_3$ (ohm.m)</th>
<th>$\rho_4$ (ohm.m)</th>
<th>t_{1} (m)</th>
<th>t_{2} (m)</th>
<th>t_{3} (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>100</td>
<td>10-100</td>
<td>1000</td>
<td>20</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>1-10</td>
<td>1000</td>
<td>20</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>500</td>
<td>100</td>
<td>10-100</td>
<td>1000</td>
<td>20</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>100</td>
<td>1-10</td>
<td>1000</td>
<td>20</td>
<td>30</td>
<td>10</td>
</tr>
</tbody>
</table>

In order to validate the inversion code, the resistivity and thickness of the synthetic model were recovered from 1D inversion of HEM data of sounding A and B (Table 2). Table 5 shows the result of inversion for noise-free and noisy data with 5% and 10% of white-noise data. The inversion code ideally recovered the model parameters from noise-free data. However, the inversion of noisy data gives the model parameters with the RMS errors (Fig. 7) given in Table 6. This Table also represents the elapsed time (ET) and several iterations (NOI) of the algorithm to converge to the optimum point for both Soundings A and B. As the table shows, the algorithm is quite fast and recovers the optimum model parameters in a few iterations with a small elapsed time.

Table 5. Recovered model parameters from HEM data for soundings A and B using the Marquardt-Levenberg algorithm. Resistivity ($\rho$) and thickness (t) values are in ohm.m and meter, respectively.

<table>
<thead>
<tr>
<th>Model parameters</th>
<th>Sounding A Free noise</th>
<th>Sounding A 5% noise</th>
<th>Sounding A 10% noise</th>
<th>Sounding B Free noise</th>
<th>Sounding B 5% noise</th>
<th>Sounding B 10% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$ (ohm.m)</td>
<td>50</td>
<td>52.92</td>
<td>56.16</td>
<td>200</td>
<td>223.89</td>
<td>253.98</td>
</tr>
<tr>
<td>$\rho_2$ (ohm.m)</td>
<td>100</td>
<td>105.60</td>
<td>107.75</td>
<td>100</td>
<td>101.15</td>
<td>99.78</td>
</tr>
<tr>
<td>$\rho_3$ (ohm.m)</td>
<td>5</td>
<td>2.87</td>
<td>2.42</td>
<td>5</td>
<td>2.91</td>
<td>2.94</td>
</tr>
<tr>
<td>$\rho_4$ (ohm.m)</td>
<td>1000</td>
<td>900.54</td>
<td>899.80</td>
<td>1000</td>
<td>902.28</td>
<td>901.80</td>
</tr>
<tr>
<td>t_{1} (m)</td>
<td>20</td>
<td>23.63</td>
<td>31.29</td>
<td>20</td>
<td>16.59</td>
<td>15.00</td>
</tr>
<tr>
<td>t_{2} (m)</td>
<td>30</td>
<td>33.73</td>
<td>42.05</td>
<td>30</td>
<td>37.99</td>
<td>42.46</td>
</tr>
<tr>
<td>t_{3} (m)</td>
<td>10</td>
<td>5.87</td>
<td>6.72</td>
<td>10</td>
<td>5.76</td>
<td>5.63</td>
</tr>
</tbody>
</table>

Table 6. RMS, elapsed time (ET) and number of iteration (NOI) of inversion to recover the model parameters.

<table>
<thead>
<tr>
<th>Sounding</th>
<th>Free noise</th>
<th>5% noise</th>
<th>10% noise</th>
<th>5% noise</th>
<th>10% noise</th>
<th>5% noise</th>
<th>10% noise</th>
<th>5% noise</th>
<th>10% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>ET (seconds)</td>
<td>0.363405</td>
<td>0.241528</td>
<td>0.240953</td>
<td>0.32</td>
<td>0.31</td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMS (%)</td>
<td>0.0836</td>
<td>0.68193</td>
<td>0.85747</td>
<td>0.64</td>
<td>0.55</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOI</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig 6 displays the third and fourth scenarios. In these scenarios, the phase also decreases by decreasing the resistivity of the third layer from 100 to 1 ohm.m. The comparison between Figs 5 and 6 indicates that the larger the resistivity of the upper layers, the smaller the magnitude of phase. In scenarios 3 and 4, the depth of penetration of eddy currents is deeper than scenarios 1 and 2. Therefore, the density of eddy currents in the third layer of scenarios 3 and 4 increases, and it causes the phase to become smaller than their counterparts in scenarios 1 and 2.
Fig. 5. Real part (a & b), Imaginary part (c & d) and phase (e & f) of scenario 1 (left side column) and scenario 2 (right side column) given in Table 4.

Fig. 6. Real part (a & b), Imaginary part (c & d) and phase (e & f) of scenario 3 (left side column) and scenario 4 (right side column) given in Table 4.
Fig. 7. RMS data misfit versus iteration number for inversion of sounding A (left panel) and sounding B (right panel) using Levenberg-Marquardt algorithm.

Fig. 8. A comparison between real part (a & b), imaginary part (c & d) and phase shift (e & f) of the synthetic data and the predicted data as a response of the final estimated model. The results are shown for sounding A (left side column) and B (right side column). The synthetic data, associated with 10% noise, is depicted by the solid red points.

In this 1D data inversion algorithm, a 5-layer ground was defined using equation (12) with the regularization factor $\eta_1=1.05\times10^{-08}$ and $q = 0.7$. Then, equation (17) was used to calculate the mean resistivity of each layer as the geometric mean of the recovered resistivities from HCP and VCX.

Next, the average resistivities and the thicknesses of layers were used stitched together to display the resulting resistivity model from 1D sounding. Same as the geological map of the study area (Fig. 9), Fig. 10 depicts a moderate range of resistivity for metamorphosed limestone and dolomite (between 2000-4000 ohm.m), relatively lower resistivity (between 1000-2000 ohm.m) corresponding to the mineralized shear zone (the pink regions in the map shown in Fig. 9), the lower resistivity values (<1000 ohm.m) due to presence of phyllite and other foliated metamorphic rocks. It is expected that the high values of resistivities (>4000 ohm.m) may be related to the mylonitic granite unit rock in the area. Also, the conductive unit outlined with ACU on the map was attributed to either a buried phyllite unit or altered rock unit close to the desired mylonitic granite unit that could be considered as a plausible indicative of orogenic gold mineralization. Therefore, based on these explanations, there was an excellent agreement between the geophysical patterns and the geologic units identified on the map.

Detailed exploration should be followed using ground-based geophysical methods including resistivity (Res.) induced polarization (IP) surveys to delineate plausible resistive silicified alteration and...
polarizable sulfidic alterations that are often associated with the type of gold deposit being explored. Moreover, conducting the litho-geochemical surveys on the detected plausible auriferous rock units might reduce the uncertainties associated with geophysical methods and provide more reliable information to assess the gold mineralization occurrence and targeting mineral exploration drilling in the area.

![Fig. 9. Geological map of the study area. The black color solid line depicts the HEM flight line (after [40])](image)

Fig. 9. Geological map of the study area. The black color solid line depicts the HEM flight line (after [40]).

![Fig. 10. 1D map of stitched average resistivities and thicknesses of layers together along the profile line shown in Fig. 9.](image)

Fig. 10. 1D map of stitched average resistivities and thicknesses of layers together along the profile line shown in Fig. 9.

4. Conclusions

This paper implemented the FHT and Marquardt-Levenberg algorithm to retrieve a resistivity-depth model from the HEM data acquired from the Alut area where a high geological potential of orogenic gold occurrence exists. The recovered resistivity model using the proposed approach is in agreement with the geological map of the study area. Both types of desired rock formations for the orogenic gold occurrence, including resistive mylonitic granite and the mineralized shear zone, can be successfully detected on the resistivity section. However, the lateral parameters were not taken into account for 1D modeling of the HEM data. Including these parameters may increase the accuracy of modeling, and thus, provide a more reliable resistivity model. For the next exploration plan, conducting more exploratory surveys such as ground-based geophysical IP-Res methods is recommended on favorite rock formations. This process helps geologists to investigate the auriferous quartz veins and sulfidic minerals such as pyrite that may be formed in the silicified and polarizable sulfidic alteration zones associated with the type of gold deposit being explored.
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