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ABSTRACT

Ground vibration is one of the undesirable outcomes of blasting operations. Different methods have been proposed to predict and control ground vibration that is caused by blasting. These methods can be classified through laboratory studies, fieldwork and numerical modeling. Among these methods, numerical modeling is the one which takes into account the basic principles of mechanics and provides step by step time-domain solutions to save time and budget. In order to use numerical analysis in predicting the results of blasting operations, the accuracy of the output must be verified through field test. In this study, the ground vibration caused by blasting in a field operation in Miduk Copper Mine was recorded using 3-component seismometers of the Vibracord seismograph and analyzed by Vibration-Meter software. Propagation of the waves caused by blasting in the mine slope was modeled using discrete element logic in the UDEC numerical software and was compared to that of the field test. Having tested the accuracy of the results, the effect of primer location and the direction of detonation propagation in the blast hole on the rate of ground vibration caused by blasting was investigated. The results show that by changing primer location from the bottom of the hole to its top, the rate of ground vibration caused by blasting increases.
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1. Introduction

Blasting is a very rapid physicochemical phenomenon and release a very high amounts of light, heat and pressure when it takes place [1-3]. Generally, the results of blasting operations include fly rock, ground and air vibration, back-break, fragmentation and movement of the fragmented pile. Prediction and control of these factors has an effective role in reducing total costs of mining operations. Sudden change in the distance among molecules from some angstroms in an unburned explosive to several millimeters in the gases produced by blasting creates shock waves that affect the rock adjacent to the blast hole [1-4]. The initial energy released by blasting is so high that turns a certain part of the blast-hole wall into powder. Increasing the distance from charge (hole) center and attenuation due to severe deformation creates another zone of plastic deformations around the blast hole which is called the cracked zone. These cracks develop with the leakage of gases produced by blasting [1, 2, and 5]. Due to severe attenuation caused by plastic deformation in the first two areas, blasting energy appears only in the form of vibrating waves outside the domain of radial cracks that can damage the environment around the structures. Singh & Singh (2005) showed that only 20 to 30 percent of the energy caused by blasting is spent on the fragmentation of the rock mass and the rest takes the forms of fly-rock, ground and air vibration, back-break and movement of the fragmented pile. Prediction and control of such variables can reduce the total costs of mining operations to a large extent [6]. The results of blasting operations can be controlled by the mutual effects of rock properties (in-situ stresses, joints, pre-existing micro-fractures, rock strength and bedding plans), explosives (velocity of detonation, density, detonation pressure and water resistance) and blasting pattern (blast direction, burden and spacing, hole depth and delay times) and true understanding of this concept depends on direct observation and experimentation [1, 2, 7, 8]. Therefore, researchers have tried to predict different results of blasting operations and to optimize such operations using numerical techniques [9-13], fieldwork and laboratory studies [14-25] as well as analytical investigations [26-28]. Although numerical modeling has some shortcomings and limitations, it has been applied more widely to predict and control the blasting results compared to other methods since it saves time and reduces costs. Advances in computer systems have also contributed to the widespread use of this method. Generally, numerical methods can go under three main categories for analyzing the results of blasting operations: pre-fracture models (DEM), continuous models with plastic deformation in elements (FEM) and modern hybrid models (HSBM, XFEM). In the first category, the process of blasting is modeled using discrete element logic (DEM, DDM and DDA) and the given area is fractured into certain dimensions before loading, and after the application of the dynamic loads, fractures develop along predetermined paths and turn the block into fragments. This method has the ability to analyze rigid or deformable blocks and provides the ground vibration analysis for deformable blocks. The first computer codes applied to analyze fragmented rock movement after blasting was prepared by Kirby et al. (1989) and Harris (1989) in Sandia National Laboratory with the trademark name of SABREX. In these codes, it is assumed that the fragmented rock mass consists of blocks fractured in similar dimensions before blasting [29, 30]. Yang & Kavetsky (1998, 1990) introduced a computer code to estimate the potential pile movement by different explosives and to control dilution. The results of these studies show that by increasing the...
delay time among the rows or reducing the hole's angle from a vertical position, geometric expansion of the pile would be larger [31, 32]. For blast numerical modeling, Preece and Knudsen (1992) from Sandia National Laboratory proposed various two-dimensional models of the fragmented pile movement caused by the expansion of gases produced by blasting called DMC [33]. Preece (1992) investigated the effect of pile geometry on loading costs and modeled slight (less than 50 ms) delay times to high (more than 300ms) delay times among the rows. According to the results of this investigation, the cast percent is related to delay times [34]. Chung et al. (1994) compared the results of field blasting operations in opencast coal mines with that of DMC and SABREX computer models. They concluded that although there is good consistency between the results of such modeling and the values recorded in fieldwork, DMC code is able to model more complex situations than the SABREX code [35]. The studies conducted by Chen and Zhao (1998) can be generally divided into three categories: numerical modeling of blasting in a continuous medium (in Autodyn2D software), numerical modeling of blasting in a discontinuous environment (in UDEC software) in the presence of a single discontinuity at different intervals from the blasting post and in the presence of two groups of discontinuities with different hardness. According to these studies, for continuous conditions and with similar loading, numerical modeling renders the same responses using the two types of software [36]. Preece and Chung (1999) considered the ability to analyze strength properties of coal into the DMC code in order to reduce damage to the layers of surface coal and used cast blasting in their numerical analysis. The results of this study show that a thin area in the upper part of the coal layer adjacent to the fragmented overburden is damaged, and on the free-face, part of the coal layer is fragmented through a cut-like process and is separated from the layer [37]. Chen et al. (2000) studied blasting waves' damping as a result of hitting the internal surfaces of discontinuity in a fractured rock mass using numerical analysis in the UDEC discrete element software. The results of their numerical analysis indicate that in a state of non-linear behavior, wave transient coefficient depends on wave length when the wave moves away from discontinuity, while in a state of linear behavior there is no relationship between the two parameters [38]. To study the effects of burden and discontinuities on the fragmented rock's movement, Mortazavi and Katsabanis (2001) used an implicit solution technique called DDA [39]. This method was first introduced by Shi (1992) [40]. Firth and Taylor (2001) used discrete element logic in the UDEC software and modeled the blasting process in a hole to study the ore grade distribution. The results of their numerical analysis show how grade distribution in the fragmented pile takes place after the final movement, and also the low-grade section which is often adjacent to the collar, has no significant horizontal movement and can be easily separated from the ore [41]. Fan et al. (2004) used UDEC discrete element software to investigate the effect of exercising dynamic loading in the form of Velocity History Input (VHI) or Stress History Input (SHI). The results of their numerical analysis showed that unlike velocity boundary conditions, in dynamic loading that uses stress boundary conditions, the boundary under loading is not completely constrained and can move. Therefore, with respect to the possibility of discontinuity opening, wave damping increases under stress boundary conditions [42]. Kim et al. (2007) applied PF2D software to model blasting in the tunnel's cross-section using deep holes method. According to the results of the field experiment carried out by Kim et al. (2004), under similar conditions, the rate of vibrations caused by blasting using the PF2D method is reduced by 10% compared to the wedge method [11]. In their rock fragmentation modeling of a road tunnel, Yoon and Jeon (2010) used PF2D software to control damages caused by blasting in buffer holes. The results of numerical analysis showed that in controlled blasting operations in buffer holes, using explosives with less explosion pressure, the radius of the powdered zone around the blast hole can be reduced without decrease in the length of the radius cracks [12]. Ning et al. (2011) used two-dimensional DDA method in their estimation of the muck-pile geometry after blasting [43]. Aliabadian et al. (2014) used UDEC discrete element software to investigate the effect of distance and orientation of a unique discontinuity on wave propagation and the cracks caused by blasting. The results of this study showed that in comparison to shear components, horizontal and vertical stress components have a higher share in cracks growth. Besides, the researchers examined the cause of cracks growth in certain paths and concluded that the main reason for the higher residual stress in deformed elements after the passage of wave front [43]. Sharafisafa et al. (2014) modeled the results of pre-fractured blasting operations using UDEC discrete element software and concluded that the spread of plastic deformation in a set of adjacent elements is equivalent to the development of plastic zones. The results of this study showed that exercising pre-fractured blasting operations using an explosive with the density of 1.45 kg/m³ and the detonation velocity of 3000 m/s is optimal when the explosive and the hole are coupled and the spacing among blast holes is within the range of 0.5m to 1m. Numerical analyses, on the other hand, show that selecting values greater than this spacing (between 2m to 4m) increases undesirable crack growth and the spacing of up to 4m does not allow the cracks to meet along the pre-fracture line [44]. Yan et al. (2016) investigated the effects of blasting pattern parameters such as burden length and slope height on pile movement using 3DEC. In this study, in order to accelerate the calculations, the crushed zone around the blast hole was neglected. Moreover, to model the rock fragmentation and pile movement, the area was split to a uniform distribution of cubic blocks, using three perpendicular same-spacing artificial joint-sets. As Yan et al. (2016) stated, it is expected that increasing the slope height and decreasing the burden length cause more geometrical spread in the pile of fragmented rocks. This is while the results of numerical models showed that the geometric spread of fragmented material has a direct relation with both parameters. Finally, these researchers concluded that the factors affecting the geometrical shape of the pile were including: burden length, intensity of fragmentation and bench height, in order of importance [45]. Bahadori et al. (2016) proposed a new geometrical-statistical algorithm to model the rock fragmentation by blasting. In their study, using image analysis technique, the fragmentation distribution of a special field test of rock blasting was measured. Then the ability of four statistical algorithms to accurately predict size distribution of fragmented material was compared. The investigated algorithms were the orthogonal, random oriented and Voronoi algorithms, and they also proposed a separate algorithm. The results showed that the proposed algorithm kept the mean value of the fragmented material in a variety of uniformities. Since the proposed algorithm could model the roughness and wavy properties of discontinuities surface, Bahadori et al. (2016) suggested that it could be implemented in DEM numerical modeling of rock fragmentation, fluid flow analysis, and slope stability analysis [46]. The second category of studies includes analyses of homogenous and continuous medium where modeling fractures and crack spread is conducted with respect to the deformation of elements. Starfield and Pugliese (1976) used the finite element method in the validation of computer models with field measurements carried out after the explosion of cylindrical charges [47]. Preece and Thorne (1996) used the finite element technique in the PRONTO™ code in order to evaluate the effect of delay times on rock fragmentation caused by dynamic loading [48]. Liu and Katsabanis (1997) used the ABAQUS finite element software in studying delay times at two ends of a hole when blasting starts. They also studied the effect of the superposition of the waves caused by two wave fronts on fragmentation caused by blasting. According to this study, simultaneous detonation of the charge at two ends of a hole results in constructive waves superposition in the middle of the blast hole and fragmentation intensification in this part [49]. Wenxue et al. (2002) simulated the dynamic damage effects caused by blasting in sandstone using JWL equation of state in the LS-DYANA finite element software [50]. Cho et al. (2003) introduced a numerical modeling method based on finite element logic in order to study the effect of pattern dimension on size distribution of the fragmented material caused by blasting in numerical and image analysis techniques. According to the results of numerical modeling, radial cracks develop around the blast hole and only outside the fragmented zone, and the reflection of pressure waves in tensile form on the free surface will lead
to the development of more tensile fractures and the swelling of the rock pile on the free surface [51]. Jha et al. (2010) used LS-DYNA finite element software in their numerical simulation of investigating the effect of blasting in an open-pit mine on an adjacent underground mine. In this study, the ground vibration caused by 73 blasting operations in the roof, floor and wall of the underground mine were recorded and compared to the results of numerical modeling [52]. To accurately estimate the fragmentation process around the blast hole, the force transferred to the burden, the increase in the hole volume, and the movement of gaseous products of blasting to stemming and into the cracks around the hole, Sellers (2012) proposed a pressure-time model and compared its results to the results of field experiments and other numerical models. According to the values recorded in the numerical modeling, Sellers (2012) believes that the potential energy of blasting gases at 10μs after explosion reaches its peak, and due to severe plastic deformations around the blast hole, a significant part of the hole dilation work is lost at 100μs and the rest of the energy passes in form of strain energy and creates ground vibrations [13]. Sazid and Singh (2013) used the Abaqus finite element software in their two-dimensional modeling of blasting. Based on their numerical modeling, since the velocity of detonation was assumed to be between 2500m/s and 6000m/s, the strain energy caused by blasting was within the range of 12.89kJ to 51.99kJ, respectively [53].

In hybrid methods, continuous and discontinuous methods are combined with the aim of omitting the undesirable properties of each method and optimizing the use of their desirable characteristics in modeling the problems. The main combinations are BEM/FEM, DEM/FEM and DEM/BEM [54]. Since 2001, an international project has been carried out by Queensland University in Australia, Cambridge and Leeds universities in the United Kingdom and the ITASCA group of consultants to provide a detailed numerical modeling method with the ability to simulate the blast loading, fracturing and fragmentation processes in a rock mass and the eventual pile movement. This project is called "Hybrid Stress Blasting Model (HSBM)" and uses hybrid computations of continuous and discontinuous calculation logics in evaluating the results of rock fragmentation by blasting. The computational logic used in HSBM, is an adaptation of DMC calculation method. In HSBM, using three different computational logics, the blasting process is modeled in three separate ranges including the explosive material column, the powdered zone (2.5 times larger than the radius of the hole) and the cracks caused by blasting. The PFC logic is used to model the fractured zone and thus the rock mass is broken down into pieces with a specified uniform size before blasting. These pieces are connected by the Kelvin-Voigt equation (parallel spring and damper) and tensile strength. In this model, the estimated fragmentation intensity, depends on the network size and since all the fractured area (outside the powdered region) is modeled using this network, reducing network size will considerably increase the time and number of calculations [55]. To validate the results of numerical analysis through blasting experiments in the field, Oneskerra et al. (2010) used a network of discrete elements instead of PFC logic. According to the results of field blasting experiments, estimation of the average size for fragments created by blasting using numerical modeling in Bio-Up software in cubic and cylindrical models has 23% and 11% error rates, respectively [56]. Sellers et al. (2010) applied HSBM model in estimating the results of large-scale field experiments. Although the results of numerical modeling through HSBM shows acceptable estimations of changes in velocity and acceleration of particles, this model is weak in determining extreme values [57]. To validate predictions carried out using HSBM, Sellers et al. (2012) compared the results of field blasting experiments with the numerical analyses of HSBM [58]. In modeling large-scale blasts, Sellers et al. (2012) studied the results of two models with 15 and 60 blast holes using HSBM. Assuming there was a constant ratio between the burden and the lateral spacing of the blast holes (hole diameter of 165mm), as the specific charge decreases (or the burden and spacing increases), the pile geometry increases and the surface spread decreases.

In this study, a field blasting experiment was conducted to validate the results of numerical modeling including ground vibration, fragmentation, back-break and movement of the fragmented rock. Using the UDEC discrete element software, we modeled the blasting operation and assessed the accuracy of its results in estimation of ground vibration rate caused by blasting. Finally, based on the results obtained in numerical modeling, the effect of the primer location on the rate of ground vibration caused by blasting was investigated in numerical and analytical terms.

2. Methodology

2.1. General Geology of Miduk Copper Mine

Miduk copper mine is located 42 km northeast of Shahrbabak and 132 km northwest of Sarcheshmeh copper mine in Kerman province in longitude and latitude of 55 10' and 30 25', respectively. The main mine pit is located 7 km northwest of Miduk village. Fig. 1 shows the geographical location and access ways to Miduk copper mine. The total known geological volume of the ore body is estimated about 180 MT with an average grade of 0.83 from which only a reservoir of 144 MT is mineable. From a geological perspective, the ore body is hosted by an intrusive Monzonite suite. The cutoff grade, W/O, slope height, berm width, and final pit angle are calculated to be 0.25, 2.4, 15m, 9m, and 38°, respectively. The annual productivity is programmed to be 5MT and the mine lifespan is estimated to be 29 years.

![Geographical location and access roads to Miduk Copper Mine.](image-url)
2.2 Excavation and blasting in Miduk Copper Mine

The slopes were designed with the height and width of 15m and 20m, respectively. Depending on geological conditions, the blast holes are drilled with the diameter of 6in to 8in, the depth of 17m (considering 2m of sub-drilling) in 5m×6.5m, 5.5m×7m, and 6.5m×8m staggered patterns, using 12 TEREX, Ingersoll Rand, and T4 drilling machines. The main charge used is ANFO and Emulan for dry and wet holes, respectively. The initiation system is always non-electric (NONEI and/or Cortex) with the delay timing of 25, 42, 50, and 65ms in diurnal blasting operations. On average, one blasting operation is conducted every day. Mechanical and physical properties of the Quartzite rock masses of Miduk copper mine are presented in Table 1.

Table 1. Physical and mechanical properties of Quartzite rock masses used in numerical analysis.

<table>
<thead>
<tr>
<th>Row</th>
<th>Property</th>
<th>Unit</th>
<th>Phyllic</th>
<th>Quartzite</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Density</td>
<td>kg/m³</td>
<td>2370</td>
<td>2650</td>
</tr>
<tr>
<td>2</td>
<td>Uniaxial compressive stress</td>
<td>MPa</td>
<td>40</td>
<td>93</td>
</tr>
<tr>
<td>3</td>
<td>Tensile strength</td>
<td>MPa</td>
<td>3.5</td>
<td>4.5</td>
</tr>
<tr>
<td>4</td>
<td>Cohesion</td>
<td>MPa</td>
<td>4.3</td>
<td>6.2</td>
</tr>
<tr>
<td>5</td>
<td>Internal friction angle</td>
<td></td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>Elastic modulus</td>
<td>GPa</td>
<td>65</td>
<td>130</td>
</tr>
<tr>
<td>7</td>
<td>Poisson’s ratio</td>
<td></td>
<td>0.23</td>
<td>0.21</td>
</tr>
</tbody>
</table>

2.3 Field blasting experiment

To verify the accuracy and precision of the estimation about fragments size distribution, a rock blasting experiment was carried out in the quartzite rock mass using geometric algorithms. The measured field data are including geological conditions, water head inside blast holes, discontinuities, initial and final geometry of the blocks, the blast pattern, fragmentation, back break, and pile movement. Fig. 2 shows the blasting block in a topographic map, seismograph location, the detonation time of each blast hole and the geometrical situation of the selected area for the field test. Fig. 3 shows the collar of the blast hole and the initial geometry of the block before blasting. The data from exploratory boreholes showed that RQD of the rock mass in the range of the blasting block was almost 50 and the measurements showed that the area was completely dry. As seen in Figure 3, the aggregation of discontinuities in the area caused domain instability and some partial downfalls in the crest. The stemming length was about 7m and the burden and spacing lengths were 6.5m and 8m, respectively. The main charge was ANFO, and the inter-hole and in-hole delay times were 65ms and 42ms, respectively. The 500ms detonator was used to initiate the 3 pounds booster (primer) at the bottom of the holes.

2.4 Results of field blasting experiment

As shown in Fig. 2, inter-hole and inter-row delay times have created conditions is a way that the blast waves of the holes propagate separately in the surrounding environment. Thus, the horizontal distance of the nearest blast hole with the delay time of 527ms is considered as the source of calculating the distance to seismograph sensors. Based on this assumption, the rate of ground vibration caused by blasting operations is recorded to be 2214m and 2235m, respectively, using a Vibracord seismograph with two sensors and three components. In Fig. 4, placement of the seismograph sensors and in Fig. 5, the output for the vertical component of the Vibracord seismograph sensors is shown.

To assess fragmentation caused by blasting simultaneous with the loading process, numerous images were taken in a well lightened environment and from an almost perpendicular position to the fragmented pile. After the omission of low-quality images, 15 images of different locations from the fragmented pile were selected to be analyzed through the WIPFRAG image analysis software.

In Fig. 5, an example of a recorded image and the output of image analysis for the same image are shown. In Error! Reference source not found. (I), the size distribution for all analyzed images and the KCO best possible fit (with minimum MSE and maximum R) are shown in a semi-log plot. For a better illustration of the accurate fitting, especially for fine sizes, the log-log plot corresponding to the semi-log plot is shown in Fig6 (II). As seen, the average size of the fragmented material caused by blasting is 15cm and the fluctuation index is 4.5. Measurements also show that the maximum movement of the fragmented pile and the back-break caused by blasting are 25cm and 6.2cm, respectively. A schematic image of the eventual position of the pile is illustrated in Fig. 7.

---
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Fig. 1. Geological and topographical conditions in Miduk Copper Mine pit, Vibercord location, field blasting experiment and delay times.
3. Numerical modeling of blasting

In order to investigate the effect, the direction of detonation wave propagation has on the rate of ground vibration caused by blasting, the geometrical, physical and mechanical characteristics of the mine wall to the south of Miduk Copper Mine were modeled in the UDEC discrete element software. Dynamic analyses in this software were carried out in time domain assuming that there was plane stress or plane strain. To implement a dynamic model in UDEC, some stages must be experienced which are discussed in the following.

3.1. Geometrical modeling and boundary conditions

To do a numerical analysis of wave propagation in the quartzite rock mass in Miduk Copper mine, a cross-section of the topographical conditions of the mine was drawn and were geometrically modeled in UDEC. The cross-sectional direction was such that it passed the seismograph and blast holes (nearest distance). Lateral and lower boundaries of the model were determined by defining boundary conditions. In order to avoid the unwanted reflection of the waves from the boundaries into the model, unlimited (viscous) boundary conditions.
were applied and lateral boundaries were fixed to prevent shear displacements. The upper boundary did not have any limit and behaved as a free surface. To carry out an accurate and logical analysis of wave propagation in a numerical modeling, the size of used element (Δl) had to be smaller than 0.1 to 0.125 of the length of the wave propagated in the medium [59]:

$$\Delta l \leq \frac{\lambda}{8}$$

(1)

where $\lambda$ was the wavelength of the incident wave to the model. The velocity of the pressure wave could be obtained from Eq. (2) with respect to the geo-mechanical parameters of the medium [60]:

$$C_p = \frac{K + \mu}{\rho}$$

(2)

where $\rho$ was the material density and $K$ and $\mu$ were the bulk and shear modulus, respectively. By substituting the elastic properties of the medium into the above equation, the pressure wave velocity was estimated to be 2970 m/s and the optimum size for the elements in the model was selected to be 3 m. The cross-section modeled in the UDEC discrete element software, the location of the seismograph sensors, the boundary conditions, geological formations status and model dimensions are shown in Fig. 9.

As shown in Fig. 9, the distances between the sensors and the rock were considered to be 2214 m and 223.5 m, which were similar to the field conditions. In Table 1, strength properties of the Phyllic and quartzite rock masses in Miduk Copper Mine used in numerical analysis are presented.

### 3.2. Modeling dynamic loading of blasting

To model dynamic loading of the waves caused by blasting, a pressure-time pulse was used. At least three parameters of pressure-rise time, pressure-fall time and maximum blasting pressure must be known in every pressure-time pulse. According to Cook (1958) the rate of the explosives pressure is equal to the product of three quantities: particle velocity on the Chapman-Jouguet (C-J) plane, velocity of detonation and density of the explosives [61]. Thus, detonation pressure can be calculated using Eq. (3):

$$P_d = \frac{\rho e \times VOD^2}{4}$$

(3)

Where $P_d$ is the detonation pressure (Pa), $\rho e$ is the density of the explosives (gr/cm$^3$) and $\text{VOD}$ is the velocity of detonation (m/s). This is while according to Hustrulid (1999), the rate of the pressure applied to the blast hole wall equals half of the detonation pressure [2]. So, the hole pressure was calculated using Eq. (4).

$$P_h = \frac{P_d}{2} = \frac{\rho e \times VOD^2}{8}$$

(4)

According to this equation, the detonation rates and the hole pressure of the ANFO (with 800 kg/m$^3$ density and 4500 m/s detonation velocity) used in the field blasting operation were 4.05 GPa and 2.025 GPa, respectively. The curve proposed by Yoon and Jeon (2009) was also used in pressure-time dynamic loading whose general form is given in Eq. (5) [12].

$$P(t) = P_h e^{-\frac{t}{t_r}}$$

(5)

where $P_h$ is the hole pressure and $t_r$ is the rise time of dynamic loading. It must be noted that in the Yoon and Jeon’s proposed function, the time of pressure drop is automatically determined and its rate is approximately ten times greater than the rise time. Figure 10 shows an instance of the pressure-time pulse applied in numerical modeling. In this study, it is assumed that detonation of the explosives begins from the center of the circular cross-section and the pressure rise time is equal to the time during which the whole cross-section of the explosives column is detonated. Figure 11 also shows the assumption that detonation wave propagates inside the explosives cross-section. As shown, the time required for the pressure to rise equals to the division of the explosives radius by the velocity of detonation. Thus, pressure rise time for the detonation process was considered to be 22.57 μs in numerical calculations. In addition, since explosives column detonation inside the blast hole was a continuous process, considering the column’s length and the detonation velocity, the whole process of blasting inside the hole took place in a second fraction [2]. Thus, in numerical analysis, loading blast hole was performed step by step and the loading process (with detonation velocity of 4500 m/s and charging length of 10 m) took 2.3 ms to finish.

### 3.3. Geometric modelling of fragmentation caused by blasting

Generally, discontinuities modeling methods are divided into three main categories. In continuous methods, plastic deformation of series of adjacent elements is considered as the development of a discontinuity. In discontinuous methods, the given area is divided into blocks in advance using fictitious cracks. Those cracks allow the blocks to slide and move over one another. However, in developed continuous methods (XFEM), the cracks growth is modeled in a unique and limited manner. Since UDEC uses discrete element logic, the best method to model fragmentation caused by blasting is to apply artificial discontinuities in such a way that statistical distribution of the blocks produced as a result of these discontinuities crossing each other is similar to the statistical distribution of fragmented materials in field blasting experiment. Fig. 12 shows the way the sets of artificial discontinuities meet, and the blocks created by them, as well as the size distribution of the blocks. As we see, size distribution of artificial blocks properly estimates the average size, and the size distribution that results from those blocks is more uniform than that of obtained in field conditions.
### 3.4. Behavioral criterion and strength properties

In fragmentation caused by blasting, the energy produced by the explosives is spent on the strengths of the rock material. For logical modeling, the strength properties of the artificial discontinuities were considered to be equal to rock material properties. Besides, to avoid unreal damping due to plastic deformation, the blocks behavioral properties were assumed to be elastic within the area of blasting block, and elasto-plastic Mohr-coulomb properties were applied for the posts outside that area.

### 3.5. Behavioral criterion and strength properties

In any natural system, part of the vibration waves energy propagate and attenuate. This phenomenon can be understood well for a system with infinite oscillation (infinite degrees of freedom) when it is exposed to a driving force (such as that of blasting). Attenuation often takes place due to energy loss through internal reactions of the materials and internal slides along the interfaces of the structural discontinuities.

In dynamic examinations carried out in the UDEC software, a two-fold semi-static-dynamic algorithm is used to take into account attenuation. Attenuation is severe in rock mass and natural soil and the Rayleigh's damping are used to attenuate a system's natural fluctuations. Rayleigh's damping equation is like a matrix in which the absorption matrix C is formed from the combination of two matrix components of M (mass component) and K (stiffness component).

\[
C = \alpha M + \beta K
\]

where \( \alpha \) and \( \beta \) are the mass-proportional and stiffness-proportional damping constants, respectively. In low frequencies, the mass component of damping has a higher share in total energy absorption while its stiffness component has a greater share in high frequencies.

### 3.6. Results of numerical modelling

After implementation of numerical model, completion of dynamic loading process in the blast hole and propagation of waves in the rock mass on southern wall of Miduk Copper Mine, ground vibration rate predicted in seismograph positions was recorded and compared to the measured values. In Table 2, ground vibration values calculated and recorded in field operations and numerical analyses are shown. The results of these investigations indicate that numerical analysis has acceptable accuracy and precision in estimating the rate of ground vibration caused by blasting. In Fig. 13, blast wave front propagation is shown after 0.075 seconds from the beginning of dynamic loading in the Quartzite rock mass in Miduk Copper Mine. As can be seen, the blasting wave front is crossing the non-reflective boundaries while reflection of the waves and their interference create a kind of elliptic turbulence at the topographic level which characterize Rayleigh waves behavior. In Fig. 14, the resultant ground vibration caused by blasting is shown for seismograph number 2 (distance: 223.5m). The output of numerical software has acceptable accuracy and precision both in frequency and in estimation of maximum value for ground vibration caused by blasting. Another point is durability of the blast wave (the amount of time it continues to persist). This time is shorter in numerical analysis compared to field operations and the main reason is the effect of the third dimension of blasting (lateral holes) on the values recorded by seismograph.

<table>
<thead>
<tr>
<th>Row</th>
<th>Seismograph 2</th>
<th>Seismograph 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>radial</td>
<td>tangential</td>
</tr>
<tr>
<td>Field operation</td>
<td>5.723</td>
<td>5.343</td>
</tr>
<tr>
<td>Numerical analysis</td>
<td>4.875</td>
<td>-</td>
</tr>
<tr>
<td>Percentage of error</td>
<td>16.9</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 9. Pictitious discontinuities intersections (Top) and the comparison between size distribution of the blocks created by their meeting and size distribution obtained in image analysis (Bottom).

Fig. 10. Numerical modelling for formation of elliptic waves at topographic level and the wave front crossing the left hand boundary (viscous boundary condition) on the southern wall of Miduk copper mine.

### 4. Numerical analysis of the effect of detonation wave advance in the blast hole on ground vibration caused by blasting

One of the factors that can affect the blasting operation results is the position of primer in the hole. It has been experimentally confirmed that placing the primer at the bottom of the hole (aligned with the toe of the slope) can prevent the formation of a heel besides improving the degree of fragmentation. Thus, in this part of the blast hole, more force is required to overcome the strengths of the rock mass. Olofsson (1990) showed that presence of the primer at any spot in the hole, increases the velocity of detonation due to higher provocation of the explosives [62].
assessed. The effect of the primer position on formation of blast wave front is shown in Fig. 15. Due to the dependence of the blast wave front shape on the primer position, it is expected that detonation wave advance inside the blast hole affects the results of blasting operations through ground vibration. The behavior of rock mass adjacent to the blast hole during loading is a bivariate function of time and place. As shown in Fig. 15, assuming that time is constant at 115ms moment, the rock mass adjacent to the bottom of the hole (primer position) has been loaded from zero moment and due to the rapid propagation of the waves (longitudinal or transverse) in the rock mass, the resulting wave front has passed a distance. While blasting load is going to start at a spot in the center of the explosives column, no loading has yet taken place for a spot at the top of explosives column. Thus, the rock mass adjacent to the explosives column experiences different conditions during the loading process. Therefore, it can be stated that at near distances, blast waves propagate in conic form and the angle size of cone peak is dependent on the detonation velocity and the velocity of wave propagation in the rock mass.

As shown in Fig. 15, on the opposite side of this cone, blast waves propagate in form of hemispheres and the superposition resulted from them is often destructive. To elaborate this point, it is necessary to divide the blast hole into elements with an equal length (dx). It is assumed that the ratio of length to diameter for each of these elements is less than 6 and the resulting waves propagate in a spherical form. Therefore, the time required to blast each of these elements can be calculated by Eq. (7).

\[ t = \frac{dx}{VOD} \]  

(7)

where \( VOD \) is detonation velocity and \( t \) is the time an element with the length of \( dx \) detonates. Thus, the required time for each element to detonate is an integer obtained from the multiplication of element number by \( t \). However, if the source of calculations is bottom of the hole and the waves created by detonation of each element are assumed to be spherical, the second element detonates at \( 2t \) moment and the blast wave of the first element passes through a distance calculated by Eq. (8).

\[ r_1 = V_t = V \frac{dx}{VOD} \frac{dx}{2} \]  

(8)

Thus, at the \( 3t \) moment, the third element detonates and at this moment, the spherical waves caused by the first and second elements have passed different distances. The distance passed by the spherical waves of the first and the second elements are

\[ r_1 = \frac{2V_x \times dx}{VOD} = \frac{3dx}{2} \]  

and

\[ r_2 = \frac{V_x \times dx}{VOD} \frac{3dx}{2} \]  

respectively. So, the distance between the two consecutive spherical wave fronts caused by the blasting is calculated by Eq. (9).

\[ r_2 - r_1 = \left[ \frac{2V_x \times dx}{VOD} \frac{dx}{2} \right] - \left[ \frac{V_x \times dx}{VOD} \frac{3dx}{2} \right] \]

(9)

As it can be seen, the difference in phase of the spherical waves caused by adjacent elements is always greater than zero and they do not have a constructive superposition. Therefore, superposition of the wave hemisphere in the opposite direction of the detonation wave advance in the blast hole is destructive and causes less ground vibration.

On this basis and in completely similar geometric and geo-mechanical conditions, a two-dimensional cross-section of the blasting block with one blast hole was modeled in the UDEC discrete element software for primer status at the bottom and at the top of the hole. Since the blast conical wave front has different directions for the two statuses, it is expected that ground vibrations caused by blasting at different directions yield different values. According to the results of numerical analysis, the rate of ground vibration caused by blasting, increases when the primer position changes from the bottom of the hole to its top. In Fig. 17, changes in the values of maximum particle velocity caused by blasting (the PVS of horizontal and vertical components) at the distances of 8m, 12m, 16m and 20m are shown for downward blasting (where the primer is placed at the top of the hole) and upward status (where the primer is at the bottom of the hole). As seen, in downward blasting, due to the direction of the conical wave front's top towards the ground, the energy of the waves is concentrated and transferred to the ground to create a higher rate of ground vibration.
velocity in the numerical modeling of upward (Top) and downward (Bottom) blasting.

5. Conclusion

In this study, the effects of primer location on ground vibration caused by blasting operation were investigated using numerical modeling. To validate the results of numerical analysis, a field experiment was conducted in the Quartzite rock mass in Miduk Copper Mine and its results including ground vibration, fly-rock, back-break, fragmentation and movement of the fragmented pile were recorded. Using UDEC discreet element software, a two-dimensional cross-section of the blasting block location was drawn and its geological and geometrical conditions were modeled. In numerical analysis, dynamic loading conditions of the blast were modeled through sequential shock waves in the blast hole and propagation of the blast waves in the Quartzite rock mass was investigated. The results of numerical analysis showed acceptable accuracy and precision of the UDEC software in estimating ground vibration caused by blasting. Having tested the accuracy of the data, a blasting block was modeled and the effect of detonation wave front advance on the superposition of blast waves was analyzed. Due to the constructive superposition of blast waves in line with the advancement of detonation wave inside the blast hole, the wave front propagated in the adjacent rock mass in the form of a cone and the energy content was higher at the cone apex. This phenomenon was modeled for conditions where the primer is placed at the bottom or top of the blast hole. Results of numerical analysis confirmed that the direction of detonation wave propagation affects the amount of ground vibration caused by blasting. According to the results of analytical calculations and numerical analysis, when the primer is at the bottom of the blast hole, the orientation of blasting cone waves is towards the upper part of the blast hole and ground vibration in this condition is lower than the other. Placing the primer in the center of the column of explosives creates waves with complex super-positions since two cone wave fronts are formed on two sides of the blast hole and interfere with destructive waves hemisphere but it is expected that the resulting ground vibration to be the average of two above-mentioned states.
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