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Abstract
Adopting a policy and deciding on long-term investment in the mining industry by a government or private sector actors depends strongly on the ability to predict the scarcity of mineral reserves. Change in scarcity of mineral reserves is a function of several technological and non-technological factors. Among them, change in technology is the most significant factor affecting scarcity. This paper aims to investigate the relationship between mineral scarcity changes and technological changes. In this study, the effective factors on mineral scarcity were initially considered, and the main and most commonly proposed approaches in the field of scarcity were briefly analysed. The problems associated with these approaches in explaining the relationship between scarcity and changes in technology are then discussed. These approaches are mainly limited to the past available data, whose direction is the development “from scarcity to technological changes”; therefore, they are inefficient in predicting scarcity due to technological changes. To overcome such limitations, a chain technology method was introduced with an approach moving “from technological changes to scarcity”. In this approach, scarcity is firstly explained based on the objective technological changes, and secondly it is related to some technologies affecting scarcity, such as mineral exploration, exploitation, mineral processing, metal production, consumer goods and recycling of scrap metals. The results obtained from this paper can be effectively used to make decisions regarding investment in the mineral industry.
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1. Introduction
Investors and policymakers need to have a fairly good understanding of the future balance between demand and supply of mineral commodities. Mining and mineral industries are faced with different risks. One of the most important risks is uncertainty about the adequate supply of minerals. This problem arises from the geological complexities, on the one hand, and the economic value of the explored resources, on the other. For this reason, mineral reserves are those discovered resources in which it is found that their extraction can be profitable under economic conditions at any time and according to the
technology of the time. In the studies related to the natural resources economy, the issue of scarcity is at the centre of discussions. For future planning, it is necessary to understand how to supply materials.

In the last 200 years, the world has witnessed cycles of concern about the adequacy of minerals for the future, and ups and downs of optimistic and pessimistic viewpoints, alternately, during this period of time. This concern has been renewed in recent years. The main question is whether natural resources are adequate for the positive and continuous development of human societies, or whether they will be a limit to the growth rate. The optimistic viewpoint emphasizes the role of some factors such as technological changes in compensating for the decrease of resources due to the depletion of reserves. In contrast, the pessimistic view suggests that natural resources are finite and this issue is considered much more than the technological benefits. Thus, the balance between technological progress and the depletion of resources is the main issue.

The idea that the finite natural resources restrict economic growth goes back to at least the early 19th century, when some British classical economists, especially Malthus (1798) [1], Ricardo (1817) [2] and Mill (1862) [3], theorized the condition of the stability of the society. From 1890-1920, America witnessed a period of the development of the conservation movement. In response to this movement, Hotelling (1931) [4] published a theoretical article, and predicted that scarcity increases at an exponential rate. Thirty years later, two American economists (Barnett and Morse (1963)) questioned some of the main theories of the conservation movement, as well as the Malthusian pessimistic viewpoint [5]. In 1997, the United Nations urged Leontief, winner of the Noble Prize in economics sciences, to conduct a study on whether natural resources would come to an end before the end of the century. In the current period, beginning in the early 21st century, the world has entered a situation in which the issue of natural resources’ adequacy for growth is once again under the spotlight, following the arrival of countries like China and India in an era of rapid growth. For example, the Commission of the European Communities, also known as the European Commission, was worried in 2008 about the imbalance between supply and demand, and has, therefore, seriously studied the issue of scarcity [39].

In order to indicate scarcity changes, different physical and economic indices have been introduced. Each of the indicators has their own challenges, and there is still a long way to go to provide a comprehensive index. Thus, the issue is still at the centre of the scientific discussions.

One of the main issues in the related field is the examination of the factors affecting scarcity, especially in relation to technological progress. Studies on these indicators have not directly considered the issue of technology, but they have contributed to the progress of scarcity indicators in relation to technological changes indirectly and in general [5,6,7,8].

This paper attempts to examine the direct effect of technological change on scarcity. If it is possible to do so, we can increase the accuracy of the estimates relating to the supply of minerals, and make investment-related decisions with lower risk. In order to achieve this goal, the paper suggests direct observation of technology and calculation of its effects on scarcity. For a deeper understanding of technological impacts, we have considered the aggregation of different technologies which can cause effects on scarcity changes. Therefore, we have introduced the “value chain approach”.

In this study, after reviewing the literature on scarcity and its indicators, the related challenges associated with each of them will be examined. Then, we will focus our attention on the relationship between scarcity and technological changes, and a new approach called the “technological chain approach” will be introduced as a conceptual model to explain the abovementioned relationship.

2. Measuring Scarcity

In order to study scarcity, many physical and economic indices have been introduced by many researchers. These indices are expressed as follows:

2.1. Physical Indices

Scarcity means changes in the stock of mineral reserves for the required consumption. The physical index is used to establish a
correspondence between the stock of reserves and the amount of consumption. Accordingly, two physical indicators are introduced: static and dynamic indicators. The static index is calculated by dividing the degree of presently known reserves at a specific time by the quantity of future annual consumption, and the reserves’ lifetimes are thus estimated. Some studies have been conducted by different researchers considering the explored mineral reserves’ lifetime (static index). For example, Tilton (2001) has demonstrated the expected life of some minerals according to the stock of reserves in 1999 [9]. Sohn (2006) compared the expected life of minerals at two different times, in 1979 and 2000 [10]. Differences in this period show the scarcity changes. Table 1 shows scarcity increase for some materials in the related period of time.

Table 1. Comparison of static index in the years 1979 and 2000 [10].

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Life time of the world’s reserves in the following years</th>
<th>The ratio of the reserves life time in the year 2000 to 1979</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1979</td>
<td>2000</td>
</tr>
<tr>
<td>Bauxite</td>
<td>287.60</td>
<td>169.12</td>
</tr>
<tr>
<td>Copper (metal content)</td>
<td>49.90</td>
<td>35.61</td>
</tr>
<tr>
<td>Iron (metal content)</td>
<td>153.20</td>
<td>119.05</td>
</tr>
<tr>
<td>Nickel (metal content)</td>
<td>70.20</td>
<td>48.82</td>
</tr>
</tbody>
</table>

Some studies have been recently carried out regarding resources’ scarcity and problems with the availability of non-energy materials by Dieder and Kesler (2007), Cohen (2007) and Frondle et al. (2007) [11,12,13,14]. Results of these studies are different from each other, despite being done in very short intervals, due to differences of assumptions about the world economic growth rate in the future. Frondle et al. (2007) compared the findings of Meadows’ (1972) study on scarcity of minerals-commissioned by the Club of Rome- with geological data (2004) derived from the United States Geological Survey (USGS) [14,15]. The Club of Rome was founded in 1968 as an informal community, and it is interested in participating in activities to create a better world. Table 2 shows this comparison.

Table 2. Reserve to Production Ratio R/P (compares Frondle et al.’s study with Club of Rome Study, 2007) [14].

<table>
<thead>
<tr>
<th>Base metal</th>
<th>Reserve in million tones</th>
<th>R/P ratio in years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2004 (Club of Rome)</td>
<td>1972 (Club of Rome)</td>
</tr>
<tr>
<td>Bauxite</td>
<td>23,000</td>
<td>1,170</td>
</tr>
<tr>
<td>Lead</td>
<td>67</td>
<td>91</td>
</tr>
<tr>
<td>Iron</td>
<td>80,000</td>
<td>100,000</td>
</tr>
<tr>
<td>Copper</td>
<td>470</td>
<td>308</td>
</tr>
<tr>
<td>Nickel</td>
<td>62</td>
<td>66.5</td>
</tr>
<tr>
<td>Zinc</td>
<td>220</td>
<td>123</td>
</tr>
<tr>
<td>Tin</td>
<td>6.1</td>
<td>4.4</td>
</tr>
</tbody>
</table>

As can be seen, some reserves have increased and others have decreased in a 32-year time period.

In a more recently study, Clugston (2010) has analysed scarcity of 57 natural resources during recent global economic growth (2000-2008), i.e., the period before the global crisis, on the basis of data gathered from the United States Geological Survey (USGS) and the United States Energy Information Administration (EIA) [38]. The findings are summarized as follows: 50 minerals out of 57 (88%) have shown some levels of scarcity during the global economic growth 2000-2008; six minerals are extremely scarce, 21 very scarce, 22 moderately scarce, one mineral shows marginal scarcity and seven shown no scarcity level. The findings of the analysis state that 23 out of 26 cases analysed (88%) are likely to experience a permanent fall in the global supply of reserves in 2039.

2.2. Economic Indices
Economists argue that there is a problem with physical measurement of the reserves, so attempts have been made to measure scarcity
indirectly and through purely economic criteria. The issue of finding a proper index which can indicate scarcity is at the centre of their interests. In theoretical and empirical studies, indices of price, costs, rent of scarcity and substitution rate have been used as different indicators of scarcity.

2.2.1 Exploitation Cost of a Unit
Barnett and Morse (1963) used the unit cost as the scarcity criterion [5]. They on one occasion measured the ratio of the real cost of labour to the production cost of the manufacturing sector, and on another occasion the ratio of the total of labour cost and capital cost to the production cost of the manufacturing sector. Then, they concluded that the exploitation cost of a unit of mineral has considerably decreased from 1870 to 1957. They made an assumption that the reduction of cost indicates the decrease of scarcity, and the trend of the cost index showed that scarcity declined during this time.

The reason for changes in the cost index are attributed not only to the technological changes, but also to the exploration of new ore deposits, imports, substitution and economies of scale. But it should be noted that the impact of this set of factors has not been separated; in other words, the factors and their effects on costs have not yet been separated from each other.

2.2.2 Price Index
One of the methods used by the economists is to measure scarcity through the trend in deflated prices (real price). According to this theory, price changes can show scarcity variations. In other words:

1. if the real prices keep rising, it shows that the technological changes have not compensated for the level of added physical scarcity;
2. the steady trend of the real prices shows that technological changes were able to control the increasing scarcity; and
3. the decrease of the real price reveals that the technological changes were more important than the increased scarcity.

Researchers have made many efforts to understand the relationship between prices and time, including examining the linear, quadratic, exponential and cyclical behaviours. The theoretical models of Pindyck (1978), Heal (1981) and Slade (1982) use a U-shaped pattern (over time) for explaining the relationship between prices and technical progress [16, 17, 6]. The effect of the technology is clearly dominant in the beginning (first bend of the U-shaped curve), but at the end (the second bend of the U-shaped curve), it is overshadowed by the reserves’ depletion. Slade (1982) reviewed the price trend of 11 substances by linear and quadratic models [6]. She indicated that one cannot make generalizations regarding the scarcity of the resources by linear model. But by the quadratic model, conversely, trends of all the main metals and fuels formed a convex curve. Slate believed that the U-shaped behaviour of the price occurs due to the fact that the effect of the technological change is greater than the impact of the minerals’ depletion, and therefore the price trend will decrease. Then, the increasing depletion of the existing mines will gradually neutralize the effect of the technology, and this trend continues to the extent that the curve draws upwards.

There are some differences in how to calculate the real price, due to the method of the deflation of prices. The nominal prices are deflated in two ways. The first method is suggested by the Hotelling Rule, and is a standard approach. In this technique, which was used by Fisher (1977), Hartwick (1986) and Olewiler (1986), the general price index is applied for deflating [18,19]. The second method that is proposed by the production function and applied by Nordhaus (1973), deflates the prices by the average wages in the manufacturing sector [20].

Efficiency of Price Index. Since the real price is not a separately identifiable reflection of technological changes, so attempts are made to exclude other factors involved in the price fluctuations, and what finally remains are referred to as the technological changes. Brown and Wolk (2000) aimed at segregating the effect of the technological changes from other effects [7]. They firstly deflated the prices using both general price and wages rate in the manufacturing sector; then, as the price fluctuations can arise from the general boom/bust cycles, they analysed price data consistent with the business cycle (removing cycles from the prices). On the other hand,
they also studied the long-run 130-year trend (1870-1998) in order to find out the net effects of technological change on prices. According to their position, price changes in the short term may occur because of some market conditions, such as monopolies, the establishment of cartels, the proposing of taxes and the introduction of regulations, rather than as a reflection of scarcity and technological progress. They used an exponential function that has been changed into a semi-logarithm equation in the form of $\ln P_i = \alpha + \beta t + \epsilon_i t$.

They found out that, in the past century, new technology has exerted an influence over physical scarcity.

We can understand from the work of Brown and Wolk (2000) [7] that the trend of different minerals reveals the following facts:

1. Results achieved from deflation by the general price index and by manufacturing wages index are different from each other.

2. Results obtained from both methods for deflations indicate that energy commodities, such as oil, natural gas and coal, have a different status compared to those of other minerals.

3. An asymmetry has been observed between trends in different minerals, so each of them might need a different analysis which is not influenced only by technological changes. Certain minerals, like aluminium, as distinct from others, are new substances entering the world of economics. Others like lead are facing some environmental challenges; thus, there are drastic cuts in their consumption.

4. The effects of exploring new reserves that are currently undiscovered not because of technological changes but because of excessive expenditures for their exploration with unchanged technology, have not been considered in these trends.

5. The effects of the recycled scraps are not taken into account either.

6. Removing cycles cannot necessarily eliminate the effects of factors like monopolies, which are in the nature of mining activities.

7. Other factors, such as the establishment of appropriate circumstances in various countries, some of which include the dominance of the market economy, the opening of the economy, and the promotion of investment, will expand investment in those areas which were not previously conducive to foreign investment. As a result of these conditions, scarcity will be reduced and prices will fall.

As stated above, scarcity changes should be attributed to many causes. To explain the factors affecting price fluctuations, it is better to separate short-run fluctuations. Such short-term variations may be caused by some market conditions, such as the existence of monopolies, cartels, taxes and regulations, and are not a reflection of scarcity and technological progress. So, researchers have preferred to study long-run trends in order to separate these short-term fluctuations. The main question is the question of why removing cycles can eliminate the effects of monopolies, which are in the nature of mineral activities, in so far as it can be concluded that removing cycles can cause a one-to-one correspondence between price changes and technological changes.

**Cyclical and Super-Cyclical Behaviour of Prices.** Since the late 1990s, there has been a renewed interest in the long-run trend of the minerals’ real prices because of a sharp increase in the real prices. Most of the analysts claim that the recent stable rise of the prices reflects a super-cyclical behaviour that is combined with the industrialization and urbanization of BRIC countries, especially China (Rogers 2004; Heap 2005) [43]. The same cycle occurred in the course of industrialization in Western Europe, America and Japan’s renaissance after the Second World War. Cuddington and Zellou (2012) tried to measure the super-cycle in the minerals’ real prices [8]. They have not only examined the trend of the prices or costs, but also considered the price trend within the framework of a supply and demand analysis. The question is: under what circumstances should we expect a super-cycle (cycles with periods of 20 to 70 years) in the prices of minerals? Figure 1 shows the long-run trend for the prices of six metals, including copper, aluminium, lead, nickel, zinc and tin. The horizontal axis shows time (1900-2010) and the vertical axis illustrates changes in the price index.
The results of the study are as follows:

1. the price path for each mineral is an asymmetric and cyclical one. Accordingly, the U-shaped theory develops into the cyclical theory;

2. the long run price behaviours of different minerals are not similar, and each metal has its own special behaviour;

3. these asymmetries in their behaviours suggest that any form of aggregation of all these behaviours in a general and uniform trend will cause asymmetric cycles to neutralize each other, so the aggregating form cannot explain asymmetric cycles, unless related considerations in the aggregation process can be taken into account and applied.

According to Cuddington and Zellou, the question is whether it can be claimed that the emergence of special trends for these minerals could be attributed to such factors as discoveries, depletion and technology changes [8]. They believe that factors influencing this trend are complicated. These curves will respond to technological changes, the rate of global economic growth and minerals’ supply-and-demand related determinants. The complexity and great variety of factors effective in price will not only make it difficult to specify the long-run trends of past, but should also warn against the usage of these trends for making predictions. These factors go beyond single-element analysis, i.e., the analysis of technological change as a single factor. Cuddington and Zellou did not discuss the separation of the effects of these factors, because this is a very complicated issue [8].

This will cause the links between scarcity and technology to remain obscure. One more point can be mentioned that considers the effective factors in prices beyond the technological issue. Reviewing scarcity, Tilton (2001) studied the links between price changes and some important events, as well as market distortions. He used a number of studies including Herfindahl (1957) [47] and Mikesell (1979) [21], as updated by Howie (2001) [22], and showed that the real price of copper was correlated with occurrences of cartels, wars, major economic recession and other market distortions during the period 1870-1997.

As a critique of some of the studies concerning the correlation between scarcity and technological changes which have suggested removing cycles, it can be argued that the prices of metallic minerals will be globally determined, but the business cycle of a particular country is not the same as that of other countries. Since asymmetry of business cycles among different countries is an established truth, so the cycle of a commodity, in which its price is determined in the world market, cannot be eliminated through an index introduced for removing cycles in a specific country. As a critique of the work of Tilton (2001), it can be suggested that though war occurs for only a limited time, its aftermath will continue to have wide repercussions for a long time after the war itself has ended [9].

It can be concluded that prices are not a complete reflection of the scarcity. Change of the relative prices may be considered a possible consequence of scarcity, but not
identical with scarcity. It can be suggested that this price index cannot only result from technological change.

**2.2.3 Rent of Scarcity (consumer cost)**

One of the other indices used for evaluating the trend of scarcity is consumer price (scarcity rent). According to Hotelling’s theory, scarcity rent is the product price when the marginal cost is deducted from it. Concerning the related challenges, some points should be noted.

1. As the scarcity rent is not directly calculated and is found by assessing cost and price, it is difficult to find data appropriate for showing these calculations. Practically, measuring scarcity is strongly limited to the considerations related to the data. Because of the prevalence of vertical integration in natural resources industries, it is difficult to obtain data about in situ minerals prices and extraction costs of the unit. As a result of this, we sometimes rely on the prices of the processed products rather than the in situ ore price. For example, Barnett and Morse (1963) considered the cost of the processed product [5]. As there are many problems of direct calculation of in situ prices, researchers attempted to introduce a new and indirect way of measuring it, or introduced substitute indices. For calculating in situ prices, Smith and Halverson estimated the price of the in situ resource from the data related to the Canadian metallic mining industry from 1956 to 1974, which are vertically integrated, and they obtained the price using duality theory. Researchers finally obtained different trends for the in situ price, and the processed product price. Trends for the in situ prices are increasing and the product price shows a slightly upward trend. These achievements clearly show the risks of using product price as the substitute variable for the resource that has not been extracted.

In order to remove constraints for calculating rent of scarcity (in situ price), introducing substitute indicators has been tried. Fisher (1981) suggests the marginal exploration cost index [49]. But Devarjan and Fisher (1981) show that under risky and uncertain exploration [49], it is not necessary that the marginal exploration cost be equal to the in situ price of the resources.

2. Some direct computations indicate that the difference between the price and marginal cost does not necessarily reflect scarcity rent. Ellis and Halvorsen (2002) conducted a study for the largest international firm in the nickel industry (INCO, which was acquired by Companhia Vale do Rio Doce of Brazil for $17 billion and is now known as Vale Inco), and concluded that output price exceeded the marginal market cost [42]. This surplus is a reflection of two components: both scarcity rent and market power. The important point is that a greater part of this surplus is related to market power than consumer cost (scarcity rent). Since the mining industry is an industry with an oligopolistic structure, the achieved results can be generalized to many firms.

3. Scarcity rent for each mine is different from every other because the costs of the mines are not similar. For example, one can refer to the cost curve of iron ore in Figure 2(AME, 2010) [24]. The horizontal axis shows accumulative production of the firms, and the vertical axis indicates the extraction cost of the production unit.

![Fig. 2. Curve of iron ore Cost](24).
This curve shows that extraction cost of one ton of iron ore differs in various mines and fluctuates within the range of $20 to $100 per ton. As the scarcity rent is obtained from the difference between price and cost, such a considerable difference between the extraction costs of one mineral indicates that the use of both cost and scarcity rent indicators presents various problems.

In a theoretical research study, Reynolds (1999) indicated that if uncertainty is sufficiently strong, it is almost impossible to apply the Hotelling principle. The suggested model shows how uncertainty concerning the resource base of minerals can obscure the scarcity trend and the real power of technology.

2.2.4 Elasticity of Substitution
Another factor influencing the risk of supply is the potential for raw materials to be substituted by other materials. If at any time a substitute is found for all the applications of a mineral, then that mineral will no longer be scarce. Brown and Field (1979), in research about steel and copper, used neoclassical analysis and found the labour force to be an appropriate substitute for them [25]. Similarly, Humphrey and Moroney (1975) showed that labour force and to some extent capital can be appropriate substitutes for most of the minerals [26].

The elasticity of substitution as a scarcity index presents many problems. One of the most important is that substitution of capital for a natural resource is relatively limited due to the physical laws of nature, and these constraints cannot be overcome by technological progress [27].

2.3 Conclusion on Scarcity Indices
There have been widespread scientific discussions over the issue of which one of the indices can be useful to measure scarcity. Each of the economic indices has been interpreted and used in several ways. Studying these indices shows that each of them has its own limitations, and the related trends are sometimes divergent. It seems that finding an economic indicator that shows the process of scarcity changes cannot be easily achieved. The economic scarcity indicators do not provide evidence that non-renewable resources are becoming scarcer; instead, they suggest that other factors, especially exploration of new ore deposits, technological progress in mining technologies and the development of substitutes for these materials, have decreased the effect of scarcity on present ore deposits’ depletion. On the other hand, no relationship has been established between the economic indicators and the physical parameters, and, therefore, there is a gap or dichotomy between these two types of indicators.

Several factors affect changes in the quantity of the stock of reserves (scarcity change), and separating their impacts is not easily done. Studies concerning price index seek to attribute scarcity to an important factor by obtaining a long-term price trend and to remove the cycles from these trends. Some researches try to relate scarcity to either technological change or changes in the world’s economic structure. In these studies, technological changes have not been referred to as an objective and tangible factor, and they have instead been considered as an interpretation of the price index changes. Secondly, although it has been argued that technological change are develop gradually and in an evolutionary way in the related trends, in the mining industry, they grow in a practically revolutionary and discontinuous manner [28].

3. Methods
When the relationship between scarcity and any other variable like technological progress is explained, the process should have the power to predict the future. The proposed indices lack this power for three reasons:

1. The technological changes which are referred to in these methods are expressed in an overall and subjective manner. They are usually obtained from indicators or functions of aggregate production, though the aim should be measuring future scarcity quantities through technological changes.

2. Technological changes which influence scarcity go beyond those technological changes related to a specific mining activity, such as exploration and exploitation, so that for predicting scarcity changes in the future, these specific technological changes cannot be deemed reliable.

3. The nature of the world’s general geology is usually more complicated and
poorly known than the geology of a specific geographical region or geological structure. Thus, the possibility of its measurement is more limited compared to geology based on a specific geographical location.

The approach which is suggested in this paper has a reverse direction. Instead of the typical path, in which technological changes are estimated through changes in economic indices, the proposed path moves from technological changes to changes of scarcity, i.e., by studying technological changes, changes in scarcity can be estimated.

3. 1. Definition of Scarcity and its Domain
To define scarcity, it shall be noted that nowadays metal is obtained from two main sources:
1. the primary source, which includes all types of identified reserves which are in form of the ores in the ground, and
2. the secondary resources or metal scraps containing metal which will be recycled.

The subtraction of the total primary and secondary sources from consumption shows the present stock of metals. In the first definition, stock of metal is the metal content of all primary and secondary reserves. In the second definition, reserves only include the primary supply of metal ore deposits that are economically ready for extraction. It depends on the needs of the users which definition is chosen. If the aim is to study the scarcity of geological reserves, the second definition should be used, but if the scarcity of metal, whether from the primary or secondary sources, is going to be considered, the first definition is preferable. The more commonly used in the world’s literature has been the second definition, i.e., geological scarcity. This paper has expanded the scope of the study and emphasizes scarcity of the first type, which encompasses the second as well, although the proposed approach can also analyse the second definition in isolation.

3.2. Inductive versus Deductive Method
There are differences between production function at firm-level and aggregate-level (as in the macro, sector and industry levels). In micro-economics and at firm-level, four conditions hold:
1. Technology and production function are concretized. When there is a change in technology, a new production function is introduced or technical coefficients of the production function change; this technological change will therefore affect the quantity of production objectively and non-inductively.
2. A firm’s production function is the maximum amount of a product produced in a given technology.
3. The product’s specifications should be clearly defined. Two different products cannot be explained in a single function, though they should have different production functions.
4. The production functions do not all follow the same form and there is not a single unique form for different industries.

At aggregate-level, seven conditions hold:
1. Theoretically, the total supply and demand functions (aggregate) are achieved from aggregation of supplies of firms and demands of individuals, respectively. But in practice, these functions are estimated non-aggregately.
2. At aggregate levels, especially at the macro-level and in the literature on growth, technological change is estimated and measured not directly, but based on an aggregate production function. Technical changes are measured indirectly by a variable, namely productivity, which is itself a remaining component in the production function, and is estimated by substitute variables like “research and development expenditures”.
3. At aggregate level (industry, sector, and macro), firstly, as the production at aggregate level is a combination of different products, it is not possible to accumulate all these products. So, by simplification, the problem of heterogeneous products is ignored and the commodities’ values are considered in an equation, namely production function, rather than by physical amounts, and practically no aggregation will be done.
4. The whole economy is considered as a firm which has a technology. This technology has no existence or objective reality of its own. It is a subjective concept which is used for making connections between inputs like labour and capital in an aggregate scale.
5. It is not the case that all kinds of capital inputs, or all kinds of labour inputs, are similar.
6. Completely homogeneous products of firms can be aggregated, but even in such a condition, one cannot talk about the same technology in all firms, because a similar and homogeneous commodity can be produced by different methods and techniques; thus, every particular method can produce a specific production function. Therefore, in aggregating the products of these firms, there is no possibility of establishing a single technology.

7. The concept of production function implies that production is conducted in an efficient manner and that productivity is complete. Including a component in the name of productivity or technology in the production function is irrelevant. Productivity arises when all firms are not acting with complete productivity; thus, the basic requirement of the production function is lacking.

Felipe and Fisher (2003) have conducted a compressed survey of the literature on aggregation in economics and its related problems [48]. In their paper, they mentioned the Cambridge-Cambridge controversies.

There has been an extensive body of literature developing from the 1940s onwards that shows that aggregating micro-production functions into a macroeconomic production function is an extremely difficult and problematic matter. The controversies known as the so-called Cambridge-Cambridge capital controversies that took place during the 1950s and 1960s were debates between Robinson, in 1953-54, in Cambridge, UK [29], on the one hand, and Samuelson, in 1961-62, and Solow, in 1955-56, in Cambridge, USA [30,45], on the other. The most important question was: is aggregate production function a summary of “aggregate” technology? That is, suppose that one estimates an econometrically aggregate production function: are estimated coefficients (i.e., input elasticity and elasticity of substitute) technological parameters? Felipe and Fisher (2003) mention in one part of their conclusion that, although the starting points in the Cambridge-Cambridge capital controversies were radically and fundamentally different, the conclusions seem to converge: the notion of aggregate production function is rather problematic and complex in its entirety [48].

All the new growth-related literature has ignored this problem. With the surge of a new, neoclassical endogenous growth literature from the 1980s onwards, described by Aghion and Howitt (1998) [31] and Barro and Sala-i-Martin (1995) [32], there has been renewed interest in growth and productivity that has propagated development of new models. The pillar of these neoclassical growth models is the aggregate production function. The important point in evaluating these growth models theoretically, is that such a production function does not exist, and the macro-production function is a fictitious entity. One of the first papers on endogenous growth was the work of Romer (1987) [33, 46]. In his discussion of the paper, Bernanke (1987) [34] argues that Romer’s work would be useful for thinking about artificial and unreal constructs such as (aggregate) output, (aggregate) capital and (aggregate) labour. The issue of aggregating production functions is more serious than issues in the other areas like consumption. Surveys conducted regarding aggregation imply that aggregations in areas like investment, capital and output do not have a deep and strong theoretical basis. Conditions for successful aggregation are so stringent that one can hardly believe these can exist in actual economies [35, 36]. Perhaps it can be said that there is no need for an aggregate production function in order to study growth, unless one insists that a neoclassical growth model is the only available concept that is based on production function [48].

What is emphasized by the present approach is, firstly, that the approach is based on observations and objective considerations, i.e., its direction is a move forward from technological change towards scarcity change, not from scarcity (reserves) change toward technical change. The methodology called “Scarcity toward Technology” lacks the necessary predictive power and the objectivity for reviewing the effects of technological changes on scarcity. In the actual world of economy, policymakers and investors want to know the future condition of scarcity in order to evaluate its effects on investments. The proposed indices, including physical and economic ones, are past-oriented approaches and they have little power of prediction. On the other hand, the future technological changes are also uncertain, and they are always hard to
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predict. Also, investment cannot be planned based on overall technological changes. Therefore, real and contingent technology should be emphasized. Moreover, technological evolution in each activity is constantly observed by investors, economic activists and related policymakers, so these entrepreneurs and planners monitor evolutions and revolutions of technology related to their activity. Such an approach is much closer to the actual economic world. Because monitoring tangible technological R&D (not technological expenditures, which are considered an indicator for substitution of technological progress) will help define the related effects. For example, if an economic researcher monitors the current technical researches concerning changes in voltage or amperage in an electrolysis cell (converting alumina to aluminium), he can estimate the effects of these changes in decreasing the costs of energy, and consequently on changing the cut-off grade of Bauxite reserves. This research is based on monitoring successful studies. If there is no possibility of measuring the effects of this research in the laboratory or pilot stage, then it can be estimated during initial entry into the market. The power of estimation depends on the degree of information and availability of the activities being carried out in the technological research and development process.

3.3 Systemic and Chain Approach to Technology

System Technology Definition and its Boundaries. Technology is used to produce a product. If we consider an industry vertically, consisting of a chain or a system of different activities, the output of each sector is used as an input of the next sector. All these interactions are considered as a production system. A set of technologies used in this production system to produce a final product is defined as system technology. The boundaries of a system or the chain depend on our definition of the production system. According to the value chain approach, each mineral is within a chain, starting from the exploration activity to the exploitation, processing, and production of a mineral commodity like metal, the intermediate products and lastly the final product (Fig. 3).

![Fig. 3. Value chains of minerals from exploration to consumption.](image)

Each of these subsystems or a set of subsystems can itself be defined as a system. In the non-chain view, each of these subsystems forms an independent system, and its connection with the pre- and post-activity is ignored. Thus, each of the subsystems is assumed to be an independent production system; the system’s boundaries are drawn around the subsystem itself, and the output of each is considered as the product of the system. If, instead of a single-activity approach, a system comprising a number of activities, or all of them, is assumed, then the product of this system will be only one product, the product which exits in the final stage. For example, if we expand the boundaries of the system to the consumer good, then the consumer good will be the only output of the system, and the remaining products of the previous activities will be regarded as inter-system interactions; each activity is not considered with independent entity. Now, if production of metal is taken to be the final margin of the system instead of consumer goods, the only output will be metal. If we move the selected boundaries of the system backwards and close it at the processing activity, the concentrated product will be the only output of the system. Similarly, we can obtain a system in which the final product is the ore extracted and consists of exploration and exploitation activities. Finally, there would be a single-activity system of exploitation. Fig. 4 shows three examples of this system classification including five-, three- and one-activity systems.
Selection of the system boundary depends on the objective and analytical perspective of each researcher. In studying scarcity, the decision of whether to limit the system to one activity or expand the system depends on a set of factors affecting the scarcity variable. Since we seek to determine the relationship between scarcity and technological change, we should consider all the technologies in different activities affecting scarcity, and then the boundaries of the system or the chain should be indicated.

4. Minerals Industries’ Specification

4.1. Technological Changes of the Mine Chain and the Expected Horizon

The question is whether mining is a conservative and stodgy industry, or a sophisticated and high-tech one. Anderson and Tushman (1991) compared technological changes of some industries [28]. They showed that the glass and cement industries, respectively, witnessed three and two discontinuous technological changes over 100 years, whereas the microcomputer industry experienced three main discontinuous technological revolutions during 24 years. The system studied by Anderson and Tushman (1991) concerning glass and cement began from the processing stage (transforming silica to glass, and crushed limestone and other substances to cement) [28]. They did not expand their study of the glass and cement industry to the stages of the extraction of the substances from the ground, their preparation or their transportation.

In the mining industry, these changes have been separately studied for each activity of the industry: processing, exploitation, smelting and geological science. Each activity has been consistent with mature industries like cement and glass. Now, if the mining industry is considered as an integrated value chain consisting of exploration, exploitation, ore dressing and processing (smelting and refining) activities, the number of innovations and technical revolutionary changes in this industry as a whole during the last century has been 10 to 12 [37]. This type of definition and classification of a system will bring this industry up to the progress rate of the microcomputer industry. Although the components of this industry are each categorized under mature industries, changes in the boundaries of the mining industry system will cause the range of system’s changes to reach the scope of changes in a high-tech industry. Therefore, if we suppose the industry to be a one-activity system, its technological changes will be few, and the estimated growth rate of the reserves will become much less, compared to a situation in which aggregate effects of the changes in different activities in the value chain are taken into account.

Scarcity Study Period. Planning horizons are conceivable ranging from short-term to long-term. As the objective in the present study was to explain the effects of objective
and evident technological changes on scarcity, it is therefore necessary to consider the average period of change in each of the activities from the time of entry into the industry to the ageing and alterability time. As noted, the conducted researches on technological changes in the mining industry show that:

1. the subsystems of this industry have on average witnessed radical changes every 30 years, and
2. investment in a mine from the exploration to the end of exploitation usually happens in the same time period, i.e., 30 years on average. Thus, the length of 30 years is an acceptable time period to consider for investigating the effects of technological changes on scarcity.

### 4.2. Mechanism of Effectiveness and Measurability of Technological Changes on Scarcity

What is usually discussed in the literature of economy is that measuring technological changes is impossible or very difficult. In this paper, we claim that although this change is difficult to measure, but it can be done according to specific objectives. Technology is an entity that has different effects. Each technological change will affect different variables, like costs, the quantity of production, quality of products, required human resource, intensity of use of raw materials and energy consumption and costs. So it should be made clear when talking about technological changes which variable it is that is going to be influenced by the related changes. In other words, technological change is an immeasurable and general concept when the influenced variable is not defined. In this paper, we seek to study the effects of technological change on the mineral reserves (increasing or decreasing of scarcity), so the related changes are measured according to the effect that they impose on the scarcity or the reserves. Technological change is expressed based on the equivalent amount of the available reserves or scarcity. In order to specify the activities of this system, some examples are presented as follows in order to show the effects of different technologies on scarcity:

In an exploration subsystem, the entry of remote sensing technology directly caused an increase in detection rates and consequently the volume of reserves. In the exploitation subsystem, optimization and change of technology in the use of remote control equipment made it possible to exploit the deeper areas. Thus, access to deeper layers and extraction of their reserves means an increase in reserves and a decrease of scarcity. In the processing subsystem, the entry of a flotation technique led to the exploitation of copper sulphide with an economically low grade, and a large volume of reserves were added to the present stock as economic reserves. In the future, new economic and technological conditions may provide an appropriate basis for extracting copper from silicate minerals. This technology makes available copper from silicate reserves and consequently causes scarcity to decrease. In production of a metal, if the technology of steel production changes and makes it possible to replace lower quality ore deposits and low cokeable coals for highly concentrated iron ore and coking coal, then lower grade iron ore and coals with lower quality will be used, and scarcity will therefore decrease. This process has been used by Corex technology in making steel. Corex technology is a smelting reduction process, created as a more environmentally-friendly alternative to the blast furnace. In the recycling subsystem, change in technology of the metal scraps recycling industry and a rise in recycling efficiency will lead to the obtaining of greater amounts of metals from the scraps. Thus, the demand pressure for exploitation of deposits will be reduced, and scarcity will drop. In the final product subsystem, change in technology for producing, for example, aluminium drinks cans, makes it possible to produce cans with thinner aluminium sheets. So, aluminium usage will be reduced in each can due to thickness change. Scarcity will be accordingly reduced.

These examples will make it clear that change in a system technology means change in one or more technologies related to different activities. Technological change in each of these activities affects mineral deposits and their scarcity. The present study is based on a large chain approach. This integrated chain system consists of exploration, exploitation, processing (ore
dressing) and processing (smelting and refining), the technology of the producing consumer or the final commodities, and recycling. Changes in technologies of all subsystems of the chain will influence the scarcity, and, therefore, scarcity change is a function of the technologies’ changes in all activities.

5. Explaining the Correspondence between Technological Change and Scarcity

In order to explain this relationship, we will initially introduce chain technology, and then indicate a general relationship of scarcity which describes the scarcity relationship with the effective factors. The scarcity and technological change relationship will finally be obtained. The final step is explaining how to obtain variables equivalent to the technical changes.

5.1. General Relationships of Scarcity

We will begin from system technology in order to provide a conceptual model of the relationship between scarcity and technology. The system technology is a set of technologies of different subsystems, as shown in Figure 3:

\[ \text{Chain-tech} = \{ \text{exp-tech}, \text{ext-tech}, \text{pro-tech}, \text{mi-tech}, \text{recy-tech}, \text{ci-tech} \} \]

where \( \text{Chain-tech} \) stands for chain technology; \( \text{exp-tech} \) denotes exploration technology; \( \text{ext-tech} \) is exploitation technology; \( \text{pro-tech} \) represents processing technology (ore dressing); \( \text{mi-tech} \) refers to metal industry technology; \( \text{recy-tech} \) is recycling technology; and \( \text{ci-tech} \) stands for consumer industry (goods) technology.

5.2. Chain Technology

Reserves’ growth during a certain period means the change in the amount of reserves in the beginning and end of the period. Growth function is a function of technological changes, exploration efforts and changes in other factors (economic and non-economic). A set of these factors is considered the vector of non-technical factors. Hence, the function of metal scarcity is defined as Eq. 2:

\[ MS = f(\text{chain-tech}, EE, 0) \]

where, 

\( MS \) stands for metal scarcity, chain-tech is the chain technology level, \( EE \) represents exploration efforts, and \( O \) denotes a vector of the other factors’ group.

5.3. General Relation between Scarcity and Effective Factors

The function of reserves’ growth is equivalent to changes in the stock of reserves. It is assumed that, firstly, technology will affect economic factors (included in the vector \( O \)) and exploration efforts too; and, secondly, changes in the vector of the other factors’ group will provide conditions for change in technology and exploration efforts. Since we are studying technological change, for simplification we will put exploration efforts within the group of non-technological factors (vector \( O \)) and the function will then have two components (factors) including technology and vector of other factors (Eq. 3).

\[ MS = f(\text{chain-tech}, 0) \]

These two factors have an interacting relation with each other. With this explanation, a conceptual model can be derived for the reserves’ growth (scarcity change) according to Eq. 4. This growth can be positive, zero or even negative.

\[ d(MS) = \frac{\delta f}{\delta \text{chain-tech}} d \text{ chain-tech} + \frac{\delta f}{\delta EE} d EE + \frac{\delta f}{\delta O} d O \]

\[ = \frac{\delta f}{\delta \text{chain-tech}} d \text{ chain-tech} + \frac{\delta f}{\delta EE} d EE + \frac{\delta f}{\delta O} d O \]

where \( d(MS) \) is the scarcity change.

Change in any of two factors (two sets of variables) will directly and indirectly affect changes of the scarcity index. It can be noted that:

1. change in technology directly changes the stock of reserves, and
2. it will indirectly cause changes in costs and this will lead to more exploration and the discovery of new reserves, or the use of reserves with a lower grade.

As a result, the scarcity and the stock of reserves will change. Moreover, changes in the vector of other effective factors provoke evolution and technological change that will have an impact on scarcity and the stock of reserves. Since the main objective was to explain the direct impact of the technological change on scarcity (change in the stock of
reserves), so in Eq. 4 only the term \( \frac{\delta f}{\delta \text{chain ech}} \) is considered, as the technological impact affecting scarcity changes. The scarcity change resulting from the technological developments can be expressed as follows:

\[
d'(MS)_{\text{tech}} = \frac{\delta MS}{\delta \text{chain ech}}
\]

(5)

where \( d'(MS)_{\text{tech}} \) represents the scarcity change (stock of reserves change) due to technological changes.

### 5.4. Variable Detection for Technical Changes

As mentioned before, the level of technology cannot be measured in the form of a quantity or number. The important problem is, in a system with its related technology, how it is possible to attribute technological changes to the function variable, especially when the system consists of a number of activities with different technologies. Variables are different in type, and as the dependent variable is the extent of change in the stock of reserves, change in each technology should be expressed with the indicator of change in the stock of reserves (rate of change).

The matter of making technological changes proportionate with the quantity of scarcity is related to the subject of homogenizing dimensions in both sides of the equation. In technical functions, the dimensions of both sides should be equal. In other words, if the dimension of scarcity change (left side of Eq. 5) is in tonnage, the dimension of the right side should be in tonnage too. Therefore, the components of technological changes should have an equivalent in the amount of scarcity or (reserves). Finding such variables for each activity is essential. Otherwise, it is impossible to associate technological changes with the function variable (target variable).

In each subsystem, different technological changes may occur, and each change can have a different impact compared to others. Here, we refer to some of these changes: each substitute variable for scarcity consists of one parameter and one variable. The parameter is indicative of technological change which can be measured, calculated or estimated. The variable component is one of the aspects of technical measures which are influenced by the technical change. Table 3 gives some technological changes in each activity, the substitute variable and its components.

This process of detecting variables has been conducted according to the principle of homogeneity of dimensions. Now, everything on both sides of Eq. 5 should have dimensions according to metal tonnage. To simplify, if interactions of technological relations between the subsystems are ignored, changes in scarcity (stock of reserves) stem from changes in each of the separated activities that can be stated as Eq. 6:

\[
d'(MS)_{\text{tech}} = d'(MS)_{\text{exp-tech}} + d'(MS)_{\text{ex-t-tech}} + d'(MS)_{\text{pro-tech}} + d'(MS)_{\text{mi-tech}} + d'(MS)_{\text{recy-tech}}
\]

(6)

where,

\[
d'(MS)_{\text{exp}}, d'(MS)_{\text{ex-t-tech}}, d'(MS)_{\text{pro-tech}}, d'(MS)_{\text{mi-tech}}, d'(MS)_{\text{recy-tech}}
\]

and \( d'(MS)_{\text{ci-tech}} \) are the scarcity changes due to technology of exploration, technology of exploitation, technology of processing, technology of metal industry, technology of recycling, and technology of consumer industry, respectively. \( d'(MS)_{\text{chain ech}} \) Stands for changes in the stock of reserves (scarcity) due to the total technological changes.

All the factors in Eq. 6 can be measured, calculated or estimated. It can also be noted that impacts of technological changes on reserves are not limited to only the above factors. For example, change in the technology of processing may not only lead to processing reserves with lower grade, but may also cause processing with the present grade to have improved efficiency. The increase in processing may cause scarcity to in fact decrease.

**Geographical Area.** Since the policies and measures taken for investment are related to the specific geographical area, the unit of study can be selected as one country. The reason for emphasizing the choice of a certain area is that each geographical region has, firstly, specific geological structures and
<table>
<thead>
<tr>
<th>Change in technology</th>
<th>Parameter</th>
<th>Symbol for parameter</th>
<th>Variable</th>
<th>Symbol for variable</th>
<th>Substitute variable for the function</th>
<th>Symbol for substitute variable for the function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploration (change in geophysical method)</td>
<td>Exploration ratio: the amount of discovered reserves to exploration costs (in statistical sample)</td>
<td>A</td>
<td>Planned exploration costs</td>
<td>Exp</td>
<td>Excess reserves due to discovery</td>
<td>$d(MS)_{\text{exp}} = a \cdot \text{exp}$</td>
</tr>
<tr>
<td>Exploitation (increasing technical potential to extract from increased depths)</td>
<td>Increased Depth</td>
<td>B</td>
<td>Reserves available at intervals/in the increased depths</td>
<td>Ext</td>
<td>Excess of reserves available for exploitation</td>
<td>$d(MS)_{\text{ext}} = b \cdot \text{ext}$</td>
</tr>
<tr>
<td>Processing (entry of flotation or bio-leaching)</td>
<td>Ratio of increasing extracted mineral to each unit of grade Increase in the amount of metal recycled in the weight unit of mineral extracted</td>
<td>C</td>
<td>Amount of lowered grade</td>
<td>Pro</td>
<td>Excess of excess of reserves due to new grade</td>
<td>$d(MS)_{\text{pro}} = c \cdot \text{pro}$</td>
</tr>
<tr>
<td>Metal (extracting aluminium from nepheline syenite)</td>
<td>The total amount of metal content in total of known reserves</td>
<td>E</td>
<td>Met</td>
<td>Added reserves from new mineral</td>
<td>$d(MS)_{\text{met}} = e \cdot \text{met}$</td>
<td></td>
</tr>
<tr>
<td>Consumer goods (decreasing thickness of sheets used in cars)</td>
<td>Decreasing intensity of use of goods</td>
<td>F</td>
<td>Total amount of consumer goods</td>
<td>Con</td>
<td>Reserves equivalent to decreased intensity use</td>
<td>$d(MS)_{\text{con}} = f \cdot \text{con}$</td>
</tr>
<tr>
<td>Scraps (improved techniques of separating scraps from each other)</td>
<td>Increase in recycled metal from one weight unit of scrap</td>
<td>G</td>
<td>Total amount of scraps available</td>
<td>Sal</td>
<td>Reserves equivalent to surplus of recycling scraps</td>
<td>$d(MS)_{\text{sal}} = g \cdot \text{sal}$</td>
</tr>
</tbody>
</table>
secondly, a special history in terms of the quantity and quality of exploration in the earth’s surface and depth, and, finally, the level of technologies in the different activities of the system are specific and the intensity of use of each mineral is distinct to this country.

Considering the geographical scope, there will be a possibility to choose larger geographical units, consisting of as many as countries as one may desire. The scarcity can then be studied in relation to this large geographical district. The selected geographical zone may comprise many or individual countries of the world. Accordingly, the scarcity changes of each larger geographical area can be studied based on the aggregation of its constituent countries. This issue is similar to the principle of the aggregation of supplies of different firms to obtain the aggregate supply of a market.

6. Conclusions

One of the important factors in deciding on investment in the mining industry is a clear understanding by policymakers and investors of the problem of scarcity. The economists have made considerable attempts to introduce indices indicating scarcity. These indices are divided into two physical and economic indicators. One of the weak points of these indices is the lack of correlation between them. In addition, both indices are past-oriented and lack efficiency for predicting the future. The effective factors influencing scarcity include: exploration of new ore deposits; technological progress; utilization of substitute materials; economic growth periods which have led to economic restructuring, such as the period of industrialization in Europe, the United States, Japan and recently in the developing countries, most importantly China and India; war; monopolies; cartels; market distortions and recycling of scraps. Technological changes are the main factors affecting the scarcity. Studies have not separately discussed the impacts of these factors, since the issue is very complicated. One of the attempts made to explain the relationship between scarcity and technological changes involves the removal of cycles from the indices. In these studies, technological changes have not been cited as an objective and demonstrable issue, but as an explanation for the changes in the scarcity index. On the whole, one can say that this makes the relation between the scarcity and technological change remain obscure. This paper seeks to introduce a new approach for explaining the impact of technological changes on scarcity. It first presented a different definition of the scarcity, and then, by adopting a methodology of inductive as opposed to the more common deductive method, it considered the requirements of this approach. When we clarify the relationship between scarcity and any other variable, such as technological changes, this approach should have potential for predicting the future. The proposed indices lack this potential for three reasons:

1. The technological changes referred to in them are given overall. Technological changes are obtained from indices or aggregate production functions, whereas the objective is, conversely, to calculate future scarcity amounts from technological changes.

2. Technological changes which can objectively affect scarcity go far beyond changes related to a particular mining activity, such as exploration, and there is a combination of changes in different activities of the system.

3. Due to the complex and not fully understood nature of geology, studying geological characteristics is very difficult unless we determine a particular geographical region or a specific geological structure.

In order to settle the first problem, in relative terms, we have to emphasize the actual and possible changes in technology. It should be particularly noted that the adopted approach should be based on objective observations and considerations of technological changes. In other words, the direction of the approach should be from technological change toward scarcity change, not the reverse. In the actual world of economy, policymakers and investors want to know the future scenarios for scarcity in order to evaluate its impacts on their investments. These economic agents and planners will consider technological evolutions and revolutions. This approach is much closer to the real world. To settle the second problem, the effective technologies have been considered, and chain technology was
introduced. This integrated chain system consisted of: exploration, exploitation, processing (ore-dressing), metal production, production of consumer commodities, and recycling. Finally, for the third problem, it is recommended to investigate a particular geographical zone. According to the abovementioned principles, the direct effects of technological changes on scarcity were formulated. The mechanism of the impacts of the different activities of the system was explained. In conclusion, a method was suggested for homogenizing both sides of the conceptual model, and the ways of obtaining substitute variables were provided. It is believed that this approach can be applied to evaluate the effects of technological changes on scarcity. It has the ability to estimate future scarcity and can be applied by investors and policymakers.
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